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Preface and Acknowledgements

I was first introduced to issues of information access and 

privacy protection when I joined the University of Alberta’s 

Faculty of Extension in 1999, where I served initially as 

chief editor and subsequently as associate director of the 

programs in the Government Studies unit. With fears of 

Y2K circulating like wildfire, the eve of the new millennium 

was a fitting time to discover what seemed to me then to 

be the obscure field of data management. A senior public 

servant in the Alberta government, Alec Campbell, asked 

the director of the Government Studies unit, Professor Edd 

LeSage, to develop a course on freedom of information and 

protection of privacy (FOIP) for administrators who were 

confronted with the FOIP legislation enacted several years 

earlier. And so began my involvement in the field.

Under the stewardship of Wayne MacDonald, the course 

rapidly expanded into Canada’s only program dedicated to in-

formation rights. The popularity of this program underscores 
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the demand for specialized education and training for law-

yers, public servants, administrators, and others working 

in the field. The fact that the program is available online to 

students across the country demonstrates that it is possible 

to use some of the technologies discussed in this book to 

advance the public good. In 2003, Wayne and I negotiated 

the University of Alberta’s acquisition of a popular annual 

access and privacy conference. This event is attended by ac-

cess and privacy commissioners from across Canada, their 

staff, and others working in the field; it provides an important 

opportunity for professional development.

It would take a family member experiencing a serious 

accident to really pique my interest in the subject, however. 

Most of us remain complacent about what information we 

can access and, in turn, about who has access to informa-

tion about us. But when one of my daughters and her best 

friend were run over by a car and seriously injured, public 

officials told me that FOIP legislation prevented the release 

of information contained in an accident report and medical 

records. That was when my own complacency evaporated. 

Most of us don’t recognize the importance of being able to 

get information until we need it. Similarly, most of us don’t 

recognize the importance of protecting our personal infor-

mation until such a time that the information is “out there” 

and we are unable to get it back. This book was written for 

those who are thinking that perhaps they ought to become 

less complacent.

Like all academic endeavours, this manuscript was long 

in the making and has left me deeply in debt. Athabasca 

University provided financial support for this project through  

a Research Incentive Grant and also presented me with a 
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President’s Award for Academic Excellence, which gave me 

the time I needed to complete the manuscript. I am grate-

ful for the unflagging support of those at AU Press: Pamela 

MacFarland Holway, Meenal Shrivastava, Manijeh Mannani, 

Karen Wall, and Alvin Finkel. The decision to publish a 

manuscript on freedom of information with North America’s 

first open access academic press was a “no brainer.” A special 

debt is owed to Mary Marshall, who provided the groundwork 

for the chapter on privacy. In addition, Mary encouraged me 

to pursue the topic, read drafts, and commiserated with 

my complaints about struggling to maintain a balance be-

tween work and home life. Fannie Dimitriadis stimulated my 

thinking on surveillance, and Ben Good challenged me to 

develop my ideas. Paul Thomas, Wayne MacDonald, Kiran 

Choudhry, and Brenda Markle offered useful comments on 

various chapters. Thanks also to the AU breakfast group 

that provides such interesting conversation every Friday — 

and whose members came up with a working title for this 

volume within twenty minutes of being requested to do so.

Finally, thanks to my family. Lynsey and Elena: I appre-

ciate your patience with a mother who always demands to 

know why a clerk needs to have her personal information. I 

am also grateful that, as a pair of undergraduate students, 

you agreed to “test drive” a chapter of this book. And to Jim, 

as always, my toughest critic of how well arguments hang 

together, both in the public and the personal sphere: there is 

a special place in FOIP heaven for a person who reads mul-

tiple drafts of a manuscript on access and privacy.

Controlling_Knowledge_Interior.indd   11 11-08-02   11:08 PM



Controlling_Knowledge_Interior.indd   12 11-08-02   11:08 PM



1 

Ch_1
An Introduction to Freedom of 
Information and Privacy Protection

Accessing and Protecting Electronic Data

For anyone under the age of twenty-five living in an indus-

trialized country, typing term papers on a typewriter or 

looking up books by flipping through paper index cards in a 

filing cabinet in the library is a completely foreign concept. 

Similarly, life without a laptop computer, the Internet, a 

cellphone, or an iPod is incomprehensible. But despite the 

depth of their penetration into our daily lives, the ubiquity of 

these communication devices is a very recent phenomenon. 

The proliferation of the Internet and other technological 

innovations in the 1990s has had a seismic impact on our 

ability to create, store, and share information. The subse-

quent development of social networking, along with the 

digitization of commerce and government in the following 

decade, has had an equally profound impact on the ways in 

which people communicate and go about their daily busi-

ness. These changes are particularly stunning given the 

Controlling_Knowledge_Interior.indd   1 11-08-02   11:08 PM



CON TROLLING K NOW LEDGE

2 

speed with which they happened. The first digital computer 

was built in 1939, and in the 1960s information systems were 

developed to store data. These systems evolved with the 

introduction of personal computers in the 1980s. It was the 

development and proliferation of the Internet in the 1990s, 

however, that saw not only the collection and storage of in-

creasing amounts of data but also the ability of citizens and 

consumers to access these data with the click of a mouse. A 

decade later, the Internet ushered in “digital government” 1 

and “e-commerce,” whereby interactions between the citizen/

consumer and the state/producer began to be mediated by 

electronic technologies. This was also the era when “digital 

relationships” came into being, that is, peer-to-peer relation-

ships mediated by technology.

By the end of 2010, it was hard to imagine how society 

had ever functioned without digital communication. These 

dramatic changes resulted in a fundamental shift in the way 

individuals interact with organizations and with each other. 

We now rarely go into a government building to take care 

of such mundane chores as renewing pet licences or paying 

parking tickets. We gather information and purchase items 

online. Few of us can remember the last time we wrote a 

letter to a relative, if in fact we have ever done this in the 

past. We communicate with our friends by looking at their 

Facebook page and commenting on their walls, by sending 

email, or by instant messaging or texting. These online activi-

ties allow us to access information about other people and 

organizations and to “take care of business,” be it personal 

or professional, in the solitude of our homes. But these on-

line activities also allow others to gather information about 

us remotely. The central issue that this book addresses is 
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where the line should be drawn between what information 

should be readily available to others upon request and what 

information should be restricted in order to protect personal 

privacy. The fundamental concern is how much control indi-

viduals should have over their personal information in light 

of competing demands for it from others within society. In 

examining this question, this book analyzes protection of 

privacy and freedom of information (also known as access 

to information)2 — two issues that most people know some-

thing about but few people know much about, despite their 

relevance to our everyday lives.

This text explains why freedom of information and pro-

tection of privacy (FOIP) is important. It elucidates how 

FOIP underpins the good governance that is so critical to 

a free, democratic, and economically competitive society. 

It illustrates the relationship between privacy and per-

sonal autonomy, which allows individuals to pursue their 

self-interest free from external control. It also reveals the 

relationship between access to information and accountabil-

ity, which is necessary for good governance in the public, 

private, and non-profit sectors. In some respects, the debate 

over the proper balance between access and privacy mirrors 

the age-old debate over the optimum balance between the 

rights of the individual and those of the public interest (the 

latter broadly defined as the interest of the larger community 

in which the individual lives). This is a question that has 

engaged political scientists, economists, and others in a wide 

range of discussions that focus on such things as the role of 

the state in providing universal social programs, the optimal 

rate and type of taxation, and constitutional arrangements 

that seek to accommodate the needs of particular linguistic 
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or ethnic groups. Typically, we tend to think of proponents 

of particular positions as sitting on opposite sides of the left-

right political spectrum. This neat division between left and 

right, however, does not work nearly so well in conceptual-

izing the complex relationship between access and privacy.

As the following pages illustrate, the right to keep informa-

tion private can be claimed by both an individual and a group 

of individuals. The same can be said for the right to access to 

information. As such, the public interest is not definitively 

linked to either the promotion of access to information or the 

protection of privacy. What is clear is that the stunning speed 

of technological innovation with respect to the collection, 

storage, and dissemination of information will necessitate 

very careful consideration of how we manage information. 

The decision to withhold or release particular information 

will have a significant impact on the individuals and organi-

zations to whom this information pertains and raises major 

issues around who should make the decision and on what 

basis. We ignore these issues at our peril; history has taught 

us that freedom and democratic institutions are often most 

appreciated only after they are either threatened or lost.

This book provides an overview of the principles that  

underpin, issues that arise from, historical development 

of, and application of protection of privacy and freedom of 

information (FOI) legislation. While it does tilt toward the 

Canadian case, the general principles and issues presented 

are common to countries around the world that are grappling 

with providing an access and privacy regime for their citizens. 

While other studies might give a comprehensive analysis of 

either FOI or the protection of privacy, the most useful un-

derstanding comes from considering them together. In an 
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increasingly global and digitized world, the choices we make 

with respect to how we manage information will become 

key factors in defining the communities in which we live.

Accountability and Autonomy

Freedom of information is critical for ensuring democratic 

accountability, and in particular due process and citizen par-

ticipation. Privacy, on the other hand, is central to a person’s 

sense of personal space and security. It is here that things 

become complex. Accessing information is more than just 

a means to allow citizens to keep tabs on their government. 

It is also a way for citizens to gain information about them-

selves and their neighbours. FOI speaks to both the ability 

of the individual to obtain information about the group and 

the right of the group to information about the individual.

FOI legislation can also be used to access government-held 

information about businesses and corporations. Citizens can 

see to whom government is awarding contracts and how it 

is spending taxpayers’ dollars. It also allows businesses to 

obtain information about their competitors. In contrast, pri-

vacy protection legislation prohibits the release of particular 

information if it is deemed to infringe unnecessarily on pri-

vacy. It also allows both citizens and consumers to determine 

what personal information governments and businesses 

have on file that relates to them. Some privacy legislation 

also applies to non-profit organizations that engage in com-

mercial activities. While these provisions represent a form 

of access, they also relate to privacy in that individuals have 

a right to know what personal information is held by others. 

Decisions about what information should be released hinge 
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on the proper balance between the rights of the individual 

and the rights of groups. On this point reasonable people 

may differ. Moreover, the ability of various individuals to 

articulate their point of view effectively differs depending 

on their status within society.

Individual rights refer to the personal autonomy of an 

individual — specifically, the freedom of the individual to 

pursue his or her self-interest without interference. They 

also refer to the right of the individual to be protected from 

others whose pursuit of their self-interest might interfere 

with the individual’s right to be left alone. In contrast, group 

rights refer to morals or values decided by the community. 

The preservation of these values may in fact limit the ability 

of individuals to pursue their own interest or may interfere 

with their desire to be left alone. The crucial question then 

becomes: At what point do the interests of the group justify 

the limitation of individual autonomy?

Here is an example that illustrates the debate over how 

privacy should be balanced with access to information. A 

car hits a pedestrian at a corner that the community consid-

ers to be very dangerous because the crosswalk is poorly lit 

and obscured by a bend in the road. The investigating officer 

writes a report that contains (among other things) the names, 

addresses, phone numbers, and ages of the couple in the car 

and the person who was walking across the street. As it turns 

out, the two people in the car are married, but not to each 

other; they are having an affair. The person walking across 

the street is a recovering alcoholic who has just left a local 

tavern. The community league wants to read the report to 

determine whether the accident was due to driver/pedestrian 

error or the poor design of the corner. If it is the latter, the 
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community league plans to lobby the city for improvements. 

The critical question is: Do the rights of the community 

league to ask for information pertaining to the safety of an 

intersection in its neighbourhood take precedence over the 

rights of individuals to conduct their personal business with-

out coming under the scrutiny of their neighbours?

How this question is answered depends on how any par-

ticular society balances the interests of the group against 

those of the individual. As such, the answer might be dif-

ferent in various societies. If it is determined that some, 

but not all, information should be released, who makes this  

determination? On what principles is this decision made and 

what weighting is put on the balance between competing 

principles? How transparent should societal and governing 

arrangements be? While there might not be one “correct” 

answer, Amitai Etzioni argues:

Good societies carefully balance individual rights and 

social responsibilities, autonomy and the common 

good, privacy concerns for public safety and public 

health, rather than allow one value or principle to 

dominate. Once we accept the concept of balance, the 

question arises as to how we are to determine whether 

our polity is off balance and in what direction it needs 

to move, and to what extent, to restore balance.3

The theme of balance is one that permeates this book. The 

notion of balance is central to understanding the relation-

ship between access and privacy, and it is a concept that 

typically is missing when these two goals are examined 

independently of one another.
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Unpacking the Concepts

The effective crafting of legislation to protect privacy or to 

ensure access to information requires developing a concep-

tual framework that defines and delimits the concepts. The 

following section introduces two key concepts that underpin 

legislation used worldwide: transparency and privacy. This 

discussion highlights some basic features of each concept 

and their evolution and explains why advocates argue that 

they are critical to a free and democratic society. These are 

complicated concepts and are explored in detail in chapters 

2 and 3.

Access to information legislation is based on the con-

cept of transparency. Through scrutiny of behaviour and 

performance, people are held accountable for their actions. 

Transparency also allows visibility for the curious, however, 

or visibility for reasons other than ensuring accountability. 

It thus becomes an important counterpoint to privacy. What 

quickly becomes apparent is that transparency is a complex 

concept that impinges on multiple aspects of society, in dif-

ferent directions and at different levels. The concept is also 

applicable to a variety of sectors. This is in contrast to access 

to information legislation, which for the most part is limited 

to the public sector.

David Heald provides a typology for understanding the 

different directions in which transparency can flow: upwards, 

downwards, inwards, and outwards. Transparency “upwards” 

refers to the flow of information from subordinates to per-

sons in positions of authority.4 This form of transparency is 

particularly important to the workplace, where supervisors 

monitor the work habits of those reporting to them. It is far 
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more controversial when it involves public authorities moni-

toring the behaviour of citizens. Transparency “downwards” 

allows those who are ruled to review and assess the results 

produced by their leaders. Such transparency is the basis of 

a democratic system, in which, through elections, the rul-

ers rule by virtue of the consent of the ruled. It also applies 

in the workplace, however. For example, a department head 

may hold a meeting to present financial statements and 

explain the coming year’s strategic plan to workers. While 

the department head is not held accountable to the same 

degree as a politician, the central point is that both citizens 

and workers follow their leaders to the extent that they have 

confidence in them.

Transparency outward is the ability to see beyond the 

borders of one’s organization. This is desirable because it 

allows people to view and evaluate the behaviour of their 

peers or competitors. Indeed, some of the heaviest users of 

access to information legislation are private sector companies 

seeking information regarding the awarding of government 

contracts. Transparency inward is the ability to see the inner 

workings of an organization. This is important with respect 

to such critical human resources management functions as 

the hiring and retention of staff: it fosters clear and equitable 

processes as opposed to those characterized by favoritism 

and nepotism. In a social context, however, transparency 

inward can have negative connotations: it refers to a society 

“policing itself” by monitoring the behaviour of citizens. In a 

relatively benign formulation, citizens might participate in 

a “neighbourhood watch” program, wherein citizens phone 

the police to report suspicious or possibly criminal behav-

iour. In a totalitarian society, however, citizens are expected 
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to report their family members, friends, and neighbours to 

state authorities for actions that are considered to be counter 

to the interests of the state. Clearly, all societies need secu-

rity from violent crime, but the concern with transparency 

inward often strays into the debate about what constitutes 

crime. That is, highly transparent societies (as opposed to 

transparent governments) suggest social control that severely 

limits freedom of thought and self-expression. With both 

horizontal and vertical transparency, complete asymmetry 

(either completely transparent or completely private) is not 

a desirable state of affairs. As Etzioni argued earlier, balance 

is a critical foundation of a “good” society.

Generally speaking, the lower the level of transparency 

within organizations and societies, the more beneficial it is 

to increase transparency. As transparency increases, pri-

vacy decreases and vice versa. Like the law of supply and 

demand, at a certain point the cost to other values such as 

personal privacy and autonomy may be more than a par-

ticular individual, organization, or society is prepared to 

bear. It is important that the different directions of trans-

parency are understood and, given the different trade-offs, 

that the appropriate mix is chosen. We know that sunlight 

is an important source of vitamin D, but too much of it can 

give us sunburn or, even worse, skin cancer. As Heald notes: 

“When sunlight becomes searchlight it becomes uncomfort-

able, and when it becomes torch it may be destructive.” 5 The 

same can be said about privacy — a certain degree of privacy 

is necessary to ensure individual security and autonomy. 

Too much privacy, however, can act as a shield protecting 

those who seek to hide questionable activities from public  

scrutiny.
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Like transparency, privacy is a multi-dimensional con-

cept. According to Privacy International, it comprises four 

separate but related components: bodily, communications, 

territorial, and informational.6 Bodily privacy focuses on 

the protection of people’s physical selves against such in-

vasive procedures as cavity searches, drug testing, and 

genetic tests. As demonstrated in chapters 4 and 5, genetic 

and drug testing raise informational and communication 

privacy concerns. Privacy of communications covers the 

privacy and security of email, telephone, mail, and other 

forms of communication. Google and Facebook faced a 

storm of criticism in 2010 for their privacy practices; these 

issues are taken up in chapters 5 and 6. Territorial privacy 

concerns the establishment of limits on intrusion into a 

variety of physical spaces, such as the domestic space, the 

workplace, and public space. This type of privacy protec-

tion would concern itself with searches of personal space 

or property, video surveillance, and ID checks. The issue of 

surveillance is a contentious topic and is the focus of chapter 

6. Information privacy refers to the collection and handling 

of personal data contained in such things as government 

records, medical records, and credit card information. The 

rules governing this type of privacy are known as “data 

protection.” The rate at which such data is collected has 

been accelerating, and the quantity of data now collected 

is staggering. The case of medical information illustrates 

some of the benefits and risks associated with this form 

of data collection: this is the focus of chapter 4. The four 

dimensions of privacy will be covered in more detail in the 

next chapter; however, it is information privacy and data 

protection that are the main focuses of this book.
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Countries that provide constitutional protection of privacy 

regard it as a fundamental human right that is necessary to 

safeguard the individual’s autonomy and dignity. With the 

exception of the right not to be tortured, however, no human 

right is absolute. Like other human rights, privacy must be 

balanced with other rights. In contrast, neither transpar-

ency nor its other manifestations, freedom of information or  

access to information, is a human right. The ability to access 

information is typically governed by laws that are passed 

in legislatures, as opposed to being enshrined in constitu-

tions. As such, an understanding of FOI begins with a look 

at the evolution of the concept of transparency and its rela-

tionship to general principles of public administration. As 

with privacy rights that are not constitutionally entrenched, 

transparency and FOI must be considered in the context of 

competing societal interests.

The complex and intertwined relationship between trans-

parency and privacy is illustrated by the fact that in many 

jurisdictions the measures taken to ensure both access to 

information and privacy protection are contained in one piece 

of legislation and the oversight body that ensures compli-

ance with the legislation comprises one office, not two. It is 

thus remarkable that privacy and transparency (and their 

legislative manifestations, privacy protection and access to 

information) are typically considered in isolation from one 

another. The following discussion of the benefits and risks 

of increasing both transparency and privacy illustrates the 

difficulty with analyzing one concept without reference to 

the other.
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Transparency, Privacy, and Good Governance

FOI is recognized as a critical component of good governance. 

It rests upon three pillars that are well known in public ad-

ministration: fixed rules, transparency, and accountability. 

Some or all of these are found in the earliest treatises of 

political thought, including those of the Chinese and the 

Greeks. Later, they can be found in German institutions, as 

well as in the writings of Adam Smith, Jean-Jacques Rousseau, 

Immanuel Kant, and Jeremy Bentham. They can also be seen 

in early reformed church thinking and the local government 

“town hall” meeting traditions of New England.7 We can find 

modern strains of transparency influencing architecture:  

witness the “open cubicle” office concept, wherein employees 

can be watched easily by their peers and managers.

More recently, feminists argue that transparency can be 

used to expose gendered structures of authority as well as 

the patriarchal thinking that underpins them. Catherine 

MacKinnon asserts that transparency is key to revealing 

the patriarchy of the private space of family relations. The 

public sphere was traditionally deemed to be the domain of 

men, while women and children were confined to the private 

sphere. So-called “women’s issues” pertained to family mat-

ters and thus were part of the private sphere. The old adage 

“a man’s home is his castle” reflects the male role as “head 

of the family.” Women were not only confined to the private 

sphere, they were subject to domination by their husbands, 

fathers, and brothers; what happened behind closed doors 

was not a subject for public discourse. The 1960s feminist cry 

that “the personal is the political” was an attempt to expose 

the oppression of women in their most intimate relationships 
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by linking it to their invisibility (or secondary status) within 

the public sphere. It also sought to break the silence that sur-

rounded rape and spousal and child abuse by challenging 

the tolerance of oppression and violence that exist in the 

private sphere. According to MacKinnon the “right of privacy 

is a right of men ‘to be let alone’ to oppress women one at 

a time.” 8 While in Western nations the gendered boundar-

ies between public and private space have blurred, in many 

parts of the world (including immigrant communities within 

Western nations) this division is still clearly demarcated.

By exposing truths, advocates claim, transparency will 

hold people to account for their behaviour. Transparency at 

times takes on the aura of a motherhood issue: when talking 

about good governance, who would promote secrecy over 

transparency and accountability? Secrecy conjures up no-

tions of the freedom to commit wrongs with no fear of being 

held accountable. Secrecy is linked to censorship, which flies 

in the face of a great democratic value, freedom of expression. 

The old adage “knowledge is power” speaks to the impor-

tance of having relevant information in order to influence 

what happens in the political, social, and economic realms. 

Those who “know” have the potential to act based on an 

understanding of what the different options are. Knowledge 

is key to the exercise of power, the structuring of competi-

tion among groups for a particular policy outcome, and the 

organization of political communities. A modern variation 

of this formulation might be “those who control knowledge 

have power.” As such, would anyone committed to equity, 

freedom, and democracy argue against the dissemination 

of information, and by extension, the dissemination of the 

knowledge that underpins power?
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The dissemination of information to the masses means 

that authoritarian governments lose their monopoly on 

information and with it their ability to control and stifle 

dissent. Armed with knowledge, citizens are in a better 

position to assess not only their government’s actions and 

policies but also those of other governments. Information 

access provides the poor and their advocates with leverage 

to effect social change. In addition to fostering a culture 

of openness, the free dissemination of information allows 

consumers to make more informed choices and citizens to 

participate more fully in democracy. Access legislation is 

also critical to the fight against corruption. For example, FOI 

laws are a prerequisite for developing countries that receive 

financial aid from the West. Laws that make it possible to 

trace financial transactions reveal who is receiving the aid 

and how much is being received. In this way, access regimes 

force both governments and corporations to become more 

accountable for their actions.

The Internet and cellphones are coming to be more im-

portant to non-governmental organizations than traditional 

media, such as newspapers and television, in disseminating 

the information that helps to redistribute power. Traditional 

media have often been criticized for presenting what pur-

ports to be objective news coverage through various filters, 

thereby introducing an element of bias. News and opinions 

are vetted by editors who are constrained by circulation 

numbers or advertising dollars. In contrast, on the Internet, 

news and information can be passed along without such 

constraints, whether on blogs or on Twitter or simply by 

email. While such information must still be read critically, 

the relatively unrestricted nature of new media helps to 
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ensure that the information needed to hold organizations 

to account circulates freely.

Democratic countries worldwide are embracing req

uirements that promote transparency: witness the rise of 

information access regimes and the adoption of new stan-

dards of conduct. Ann Florini describes this trend: “The world 

is embracing new standards of conduct, enforced not by sur-

veillance and coercion but by willful disclosure: regulation 

by revelation.” 9 The motivation for a company to willingly 

disclose corporate information derives in part from its desire 

to be seen as “progressive” and “a good corporate citizen.” 

The development of industry standards of conduct makes 

good strategic sense, however. An industry that adheres to 

voluntary standards of conduct is less likely to feel the heavy 

hand of state regulators, or at the very least, will be able to 

influence the types of regulations that are introduced.

Transparency, of course, is of no use if no one is watching. 

As such, transparency becomes linked to surveillance. Most 

of us have no problem with the notion of citizens watching 

their government, or stockholders watching their fund man-

agers, but what of managers watching employees — say, by 

monitoring their email? Or governments that watch their 

citizens through video cameras and surveillance data? Or 

school officials who monitor their students by following 

social networking sites like Facebook? When does transpar-

ency slip from being a public good to becoming the public 

“bad” associated with surveillance that infringes on personal 

privacy? In the digital age, free-flowing information enables 

the creation of massive databases. The information in such 

databases can be mixed and matched with that in other 

data banks to create a very detailed personal dossier of the 
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citizen-consumer that can be used for various purposes. The 

notion of free-flowing information as a public good can very 

quickly morph into images of the all-knowing, all-seeing 

“Big Brother” observing, recording, and acting on our every 

step (and misstep).

The same juxtaposition is true for privacy. Privacy ad-

vocates assert that every individual requires the ability to 

retreat into a personal space where one has the freedom 

to do what one wants without being scrutinized by others. 

Society is ultimately composed of individuals; these indi-

viduals require some degree of autonomy. But when does 

the protection of individual privacy represent a public “bad” 

in that it harms others in society? Where is the line drawn 

that delineates the private from the public? Are there some 

activities within the private space that are so repugnant to 

society that privacy can be overridden?

The flip side of this rosy picture of free-flowing infor-

mation becomes much gloomier when these questions are 

considered. Pessimists point out that the new speed with 

which information can be distributed will be harnessed to 

spread rumours, lies, and hate. Information that is true but 

that an individual would prefer to keep private can also be 

distributed to millions in the blink of an eye. Just a decade 

ago, gossip or an embarrassing picture or secret did not usu-

ally travel beyond one’s immediate peer group. Now these 

can go global in a matter of seconds. Once the information 

is “out there” on the Internet, it is difficult if not impossible 

to rein it back in. For an individual who has been “outed,” 

personal privacy is gone — that aspect of the individual’s 

personality will never again reside in the private sphere to 

be revealed only at the will of the individual. Prejudice and 

Controlling_Knowledge_Interior.indd   17 11-08-02   11:08 PM



CON TROLLING K NOW LEDGE

18 

hatred that is broadly disseminated without repercussions or 

comment can appear to justify and legitimize the victimiza-

tion of particular people or groups. Hurtful jokes and hateful 

opinions can be easily forwarded. Oft-debated questions are: 

What are the limits of freedom of expression? What is the 

role of public institutions in placing limits on those whose 

opinions limit the autonomy and security of others?10 What 

rights do citizens have to protect their privacy vis-à-vis the 

intrusive gaze of the state, corporations, and fellow citizens? 

As the stakes increase with the volume and ease of informa-

tion flow, these questions take on more urgency.

If knowledge is power, the diffusion of knowledge will 

make those who obtain it more powerful. This could empower 

previously weak groups or individuals. It is equally plausible, 

however, that those who get it could already be powerful and 

additional knowledge will only make them more powerful. 

As Kristin Lord points out, “diffusion of information is not 

politically neutral, since when information changes hands, 

so too does influence.” 11 The so-called “digital divide” refers 

to the gap between those in society who have access to the 

Internet (broadband, in their homes) and those who have 

either poor access (dial-up connection at a public library) or 

no access at all. The latter tend to be less-educated, poorer, 

and/or older adults. This group is also the demographic that 

is the least able to take measures to protect their personal 

privacy. The digital divide not only raises questions regarding 

the balance of power between societal interests, it also raises 

the spectre that those who reside in the technologically rich 

North will continue to amass power and influence vis-à-vis 

the technologically poor South. One only has to compare the 

extent of Internet penetration in countries such as Norway 
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(almost 95 percent as of June 2010) and Ethiopia (only 0.5 

percent) to see why there is cause for concern.12 These rates 

paint a conservative picture of the digital divide, as they  

refer to access only; they do not make a distinction between 

those whose Internet access is through a cumbersome dial-

up connection versus those with a broadband connection 

whereby downloading large digital files is done with ease. 

Add to this the problem of literacy rates: a person who cannot 

read and, in particular, read English, will not benefit much 

from Internet access, even if it is available. The current im-

balance in power between the developed and the developing 

countries (as well as the rich and the poor within them) has 

the potential to grow to disastrous proportions with the rise 

of new technologies.

What is potentially more disturbing is the possibility for 

centralized control over the Internet. In this scenario, the 

information may be “out there” but we may not be able to 

access it. Even more troubling is that we may not realize that 

we are being prevented from accessing particular types of 

information. We are already seeing disparate attempts to 

censor what content can be viewed by particular viewers: 

parents can now control what sites their children can ac-

cess, public libraries block pornographic sites, and schools 

restrict the use of social networking sites. The further away 

the censorship decisions are made from users the more 

controversial they become. Much has been said about the 

role of states such as China in restricting its citizens’ access 

to particular websites. Control over the Internet, however, 

is a contentious issue for democracies as well. In response 

to the strain placed on servers by the increasing number of 

large file downloads, illegal file sharing, and piracy, Internet 
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service providers have floated the idea of a tiered service 

model. They propose to maintain different levels of service 

for different websites. Websites of companies willing to pay 

for enhanced service would be given priority, resulting in 

decreased file transfer and download times for select sites. 

Service providers argue that they should be able to charge a 

fee to companies that provide content that uses substantial 

amounts of Internet bandwidth over the provider’s network. 

Proponents of “net neutrality” argue that letting service 

providers charge differential rates for web pages based on 

content is akin to a phone company charging different phone 

rates based on whom a person calls or what is said while 

one is using the phone. The net neutrality movement seeks 

to ensure that all of the World Wide Web remains equally 

accessible to all who have an Internet connection.13

Leaving aside Internet access issues, another impediment 

to increased transparency resulting in better governance 

is the sheer volume of information and the ability of hu-

mans to effectively process it. The first issue is the filters 

that organizations use to organize information. We expect 

that organizations will do this, as otherwise we would be 

overwhelmed by information. Clearly, how information is 

filtered and presented will affect our understanding of the 

world around us. In years gone by, information was orga-

nized, ranked in importance, and released to the public by 

individuals within an organization. Thus, a system whereby 

information is located on a website that anyone with Inter-

net access can obtain is arguably a good thing with respect 

to increasing transparency. The information “middle man” 

appears to be cut out. Filters still exist, however, particularly 

with respect to how information is organized on a website. 
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Huge volumes of information do not accomplish much if 

the required information is “buried” and difficult to find. 

The ease with which information can be found is critical 

for an organization that truly embraces transparency or 

one that wishes to provide customer service via the web. 

Search engines depend on effective page ranking to facili-

tate finding information, a function that the internal search 

engines of a website often lack. Each web page must contain 

particular tags or “clues” that the search engine picks up as 

it sorts through a plethora of pages. Anyone who has used 

the internal search engine of a poorly organized website 

knows that it may be much faster to find information by 

entering the search terms in a global search engine such as 

Google. Alternatively, the fastest way to obtain customer 

service or to find information may be to make a physical 

trip to the organization’s office and make the request in 

person.

Ironically, the volume of information provided by large 

organizations with respect to any particular issue has been 

cited as a major problem not only with transparency itself 

but also with privacy protection. An organization that prefers 

a particular course of action that it knows will not be popu-

lar with users of its services or products might strategically 

overwhelm its users with such a volume of information that 

making an informed choice is very difficult. This phenomenon 

is illustrated in the case of the social networking company 

Facebook, which has embraced transparency (i.e., the shar-

ing of user information) with such enthusiasm that users 

who are concerned with privacy are left with the choice of 

either leaving the site or wading through a large labyrinth 

of privacy settings in order to exercise “choice.”
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Compounding the problem of massive amounts of com-

peting information is the problem of evaluation. Humans use 

shortcuts to help them organize and process information. 

We create frameworks by which we organize the voluminous 

data coming at us; these frameworks are critical in assisting 

us in forming opinions on particular subjects. If we come 

across information that does not mesh with our pre-existing 

views, we may resist it, even if it is from a reliable source. 

Although we may have organizations that are models of 

transparency, we cannot be sure that the information that 

we take in and think about when forming our opinions is 

unbiased. In this sense, then, the “gatekeeper” function may 

increasingly come to be performed by those in society who 

have the most funds available to promote their perspective 

on an issue through advertising and the spreading of infor-

mation from a particular point of view.

This discussion reveals the two sides of transparency 

— on one side the optimists point to the great benefits of 

increasing information flow, while on the other the pessi-

mists point to its ominous ill effects. Optimists argue that 

transparency is critical to good governance in both the 

public and the private sectors. Similarly, privacy is critical 

to personal autonomy, but too much privacy can enable 

deviant behaviour. So does the preceding suggest that we 

should throw up our hands and give up? Not at all, unless 

we are satisfied with a situation wherein citizen-consumers 

are blissful in their ignorance, leaving governments, corpo-

rations, and other large organizations to do what they want 

with no fear of criticism, no concern for accountability, and 

no need to respect the privacy of the individuals with whom 

they interact. It does raise a flag of caution, however, that 
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transparency is not a panacea with regard to accountability, 

and accountability can be justifiably curtailed by privacy 

concerns. Transparency and privacy can take many forms; 

with respect to governance, sometimes the cure can be 

worse than the ailment. To draw an analogy, before one 

begins major renovations to replace a wall with windows, 

one ought to consider whether the benefit of a feature wall 

that shows off priceless paintings is worth the risk of hav-

ing them fade from exposure to the sun. More importantly, 

before demolition begins one should consider if removing a 

wall is going to affect the structural integrity of the building.

Overview of the Book

There is a general acknowledgement that access and privacy 

legislation is important, if for no other reason than that it is 

increasingly common and very annoying to be told that an 

organization cannot do something requested of it because of 

FOIP legislation. Despite its alleged salience to organizational 

integrity and democracy, however, the academic literature 

on the subject is surprisingly sparse. There have been no 

systematic comparisons yet of access and privacy legisla-

tive regimes nationally or internationally. Explanations of 

issues in language that are easily digestible by non-experts 

are limited and typically take the form of reports produced 

by access and privacy commissioners. The work that has 

been done focuses on either access or privacy; rarely are 

the two considered in tandem. This is unfortunate, as the 

two are linked not only operationally but also conceptually.

Freedom of information and protection of privacy are 

best understood when considered together because they 
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each represent a pole on a common continuum. Promotion 

of one comes at the expense of the other. There are no right 

or wrong positions on this continuum — other than that a 

democracy will want to be somewhere in the middle and 

that the designated position should represent the values and 

priorities of its citizens.

While the purposes and requirements of private and not-

for-profit sector organizations are different from those in the 

public sector, they too must be cognizant of the necessary 

balance between access and privacy. Even though access to 

information legislation applies only to organizations in the 

public sector, the pressure on those in other sectors to be 

transparent is not insignificant, as dissatisfied consumers/

clients have the option of patronizing other organizations. 

This choice is not afforded as easily, vis-à-vis the public sec-

tor, to disgruntled citizens, who have very limited options if 

they are unhappy with the balance their governments strike 

through FOIP legislation.

In all sectors, technological change has dramatically al- 

tered the ability to collect, retain, and distribute information. 

This in turn necessitates equally dramatic overhauls of  

information management systems. Related legislation and 

policies will provide the basis for “good governance” and 

must foster:

	  	 individual dignity, as expressed through the ability to 

control certain aspects of one’s persona (privacy), and

	  	 accountability of the governors to their stakeholders 

for promoting the public good, as expressed through 

transparency.
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The balance struck between these two components, which 

are often in competition with one another, must reflect the 

values and priorities of both the organization and those it 

serves.

The purpose of this book is to untangle the complex 

relationship between protection of privacy and access to 

information. The following chapter provides an overview 

of the many dimensions of personal privacy. It begins by 

considering the various types of privacy interests and why 

society values the protection of privacy. While the emphasis 

of the chapter is on informational privacy in both the public 

and private sectors, the broader context of shifting norms of 

privacy is considered. The third chapter focuses on freedom 

of information, with a particular focus on data management 

in the public sector. It analyzes the concept of access within 

the context of communication, bureaucratic administration, 

global interactions between states, and democratic gover-

nance. While transparency and improved communication 

at first blush may appear to be values that all right-thinking 

people should support, there is a dark side that must be 

considered. The next three chapters apply the concepts pre-

sented in the first two chapters to real-life situations. The 

case studies of electronic health records, surveillance, and 

social networking explore how society attempts to balance 

protection of privacy with other societal benefits such as 

accountability, efficiency, security, and social and political 

engagement. The common thread that ties these case studies 

together is the question: Is the societal benefit gained worth 

the sacrifice of privacy?

It should be noted at the outset that this is not a “how-to” 

book for policy makers. This book is aimed at both citizens 
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and consumers generally and, more specifically, to students 

in a range of professional disciplines who will grapple with 

access and privacy issues at some point in their careers: 

journalists, librarians, public servants, human resources 

personnel, lawyers and those who work with the criminal 

justice system, social workers, and information technology 

and health care professionals, to name just a few. Others, 

such as historians doing archival work and environmental-

ists seeking information about the ecological impacts of 

development proposals, may also find this text of interest. 

Its purpose is to outline the general principles associated 

with access and privacy and related issues. The principles at 

times compete, and the issues around implementation are 

often very similar worldwide. While students might antici-

pate benefiting from the ability to use their understanding 

of access and privacy concepts in the conduct of their pro-

fessional lives, they may find that the greatest benefit will 

be gleaned from their ability to act as savvy consumers and 

enlightened voters.

While FOI and protection of privacy are discussed in gen-

eral terms, the central theme of this book is the balance of 

the two as they relate to governance. It challenges citizens to 

think about their underlying assumptions concerning such 

concepts as privacy, security, accountability, and democracy. 

It asks them to consider competing perspectives and that 

the privileging of privacy over access and vice versa speaks 

to underlying values that may or may not be shared. More-

over, the perspective that legislative regimes reflect may 

have less to do with the building of a just and good society 

than with the power relations within society. The reflec-

tive decision maker will understand these power dynamics 
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and will “unpack” assumptions and the ideological baggage 

that goes with them in order to settle on the best course of 

action. A decision maker who does this goes considerable 

distance toward avoiding unintended and possibly undesir-

able consequences. In order to be shrewd consumers and 

fully participating citizens, individuals need to understand 

the relationship between access and privacy in order to keep 

those in control of information accountable. Professionals 

who deal with access and privacy legislation can use this 

knowledge to assist them in exercising their own power 

prudently with respect to the information they control. Ul-

timately, though, the ability to analyze the balance between 

access to information and protection of privacy through the 

lens of competing societal interests will help immeasurably 

in the development of a good and just society.
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Ch_2
Privacy Protection

The Many Dimensions of Privacy

The protection of privacy is fundamentally about autonomy, 

power, and knowledge. As noted in the introductory chap-

ter, the old adage “knowledge is power” speaks volumes. 

The protection of personal privacy speaks to the ability of 

individuals to control what is known about themselves. 

Individuals who can control what others know about them 

have a degree of personal autonomy. Privacy protection also 

helps to define the relationship between the citizen and the 

state and between the consumer and the corporate inter-

est. Fundamentally, it attempts to balance what is best for 

the individual with what is best for the larger community 

the individual lives within. The intriguing question is: Who  

decides where the balance lies?

Privacy is one those concepts that seems at first blush 

to be so easy to define, yet on closer examination becomes 

a moving target. At its most basic, privacy refers to the line 
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that is drawn between the public and the private; it relates 

to the autonomy of the individual in relation to the larger 

community. But where this line should be drawn is both 

culturally specific and epoch-sensitive. A universal norm 

for what comprises socially appropriate behaviour does 

not exist, and thus the impetus to shield particular activi-

ties from the eyes of one’s family, friends, and neighbours 

will differ from country to country and from era to era. 

For example, pre–twentieth-century English-speaking cul-

tures were very reserved with respect to what individuals 

communicated to one another. It was expected that people 

would “keep a stiff upper lip” and that feelings and emotions 

would be suppressed. Fast forward to twenty-first-century 

English-speaking culture, wherein people go on television to 

confess to, or accuse one another of, all manner of outrageous 

transgressions. Pre–twentieth-century women in Western 

countries kept their legs concealed from public view under 

long dresses. A hundred years later there was far less societal 

pressure on women to conceal their body parts, and in this 

century many of them choose to draw a very small circle 

around what they consider “private.”

This could be considered a triumph for women’s personal 

autonomy, but individual control over the space considered 

private remains contestable and is still subject to cultural 

norms. Witness the 2010 International Football Association 

(FIFA)’s decision to ban the Iranian girls’ soccer team from the 

Youth Olympics because the girls wear hijabs (head scarves). 

Three years earlier, soccer referees in Alberta, Ontario, and 

Quebec randomly banned girls wearing hijabs from play-

ing because provincial rules deemed that anything worn 

on a player’s head compromises safety, despite the fact that 
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players wearing prescription eyeglasses were not prohib-

ited from playing. The wearing of the hijab is an example 

of a culturally specific norm of privacy rooted in religion 

(concealing a part of the body for purposes of modesty) 

conflicting with rules devised by an organization that does 

not share that norm. Though FIFA refused to take a stand 

on the provincial disputes, it later deemed that wearing the 

hijab is an expression of religious affiliation that contra-

venes the rule that players’ uniforms must be politically and  

religiously neutral. From a privacy perspective, however, it 

can be argued that forcing young girls to expose their heads 

in order to participate in a sporting event not only favours 

Western norms within the association, it also represents a 

profound violation of privacy and personal autonomy — that 

is, it does not allow the individual to decide how much of her 

body she will expose while playing soccer.

The debate over what is an appropriate athletic uniform 

for women is not confined to soccer, nor is it confined to 

particular parts of the world. In 1999, the FIVB (Fédération 

Internationale de Volleyball) declared bikinis to be the official 

uniform of women’s beach volleyball competitions. The re-

quirement to wear skimpy outfits resulted in the Indian team 

and others threatening to boycott international competitions. 

Musings from such soccer luminaries as FIFA president Sepp 

Blatter that woman soccer players should adopt a similar 

dress code in order to increase the popularity of the sport 

sparked harsh criticism from those who claim attitudes such 

as his demean women.1 While Western feminists and Ira-

nian mullahs are unlikely allies, they find themselves with 

similar complaints: specifically, that athletic dress codes for 

women detract from their athletic achievements by focusing 
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on their sexuality. The uniforms of both the Iranian girls’ soc-

cer team and international women’s beach volleyball teams 

illustrate that the decision as to where the public/private line 

is drawn with respect to modesty is determined not only by 

the individual but also by the community she lives in or, in 

this case, competes within. The privacy question remains 

the same, however: some things are put in full view of the 

community, other things are not. Who should decide what 

can or should be shielded from public view?

Notions of what appropriately rests in the private sphere 

and what should exist in the public sphere differ not only 

among cultures and generations but also among those who 

have different ideological outlooks. So, the free market pro-

ponent will claim that it is up to each individual to draw his 

or her own line and up to individuals to determine which 

activities they will either engage in or abstain from in order 

to stay on one side of the line or the other. Others argue that 

privacy is too fundamental to human dignity to leave to the 

marketplace. They seek government regulation to limit the 

intrusion of both governments and corporations into our 

personal space. Complicating the debate is the observation 

that the line demarcating the personal from the public space 

does not guarantee personal privacy. When the domestic 

sphere is shielded from public scrutiny, this can result in 

instances of domestic violence being ignored by public au-

thorities who feel that what happens behind closed doors 

is not their business. As Anita Allen observes: “For some 

women, male hegemony and repressive confinement to the 

private sphere have stood as obstacles to genuine privacy 

and the exercise of privacy-related liberties.” 2 Returning to 

our example of the hijab, it becomes clear that privacy as it 
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relates to personal modesty is only one very small part of the 

privacy debate — privacy relates to a huge range of human 

activity. Moreover, new technologies have begun to erode 

individual privacy at an ever-accelerating rate, adding new 

urgency to the debate over where the line should be drawn 

between public and personal spaces.

At one time, privacy discussions remained the purview 

of a very limited academic set — lawyers mostly, with the 

odd contribution from political scientists, sociologists, and 

those with expertise in information communications tech-

nologies. Because privacy protection often involves highly 

complex technological developments, the debate can be very 

abstract and technical. But with the ever-increasing pressure 

on personal privacy that has resulted from new technolo-

gies, academics and professionals in an extraordinarily wide 

range of disciplines are adding their voices. Individuals who 

are becoming privacy-aware are also raising concerns in 

their capacity as consumers, as is demonstrated in chapter 

6, which discusses social networking.

This is not to suggest, however, that concern for privacy 

is a recent phenomenon. Privacy concerns are found in 

studies of ancient Greece, Jewish societies, the Bible, and 

English Puritans in seventeenth-century New England. Le-

gal discussions of the nature of the right to privacy began 

in the late nineteenth century with Samuel Warren and 

Louis Brandeis’s “The Right to Privacy.” In this oft-cited 1890 

article, Warren and Brandeis define privacy as “the right 

to be let alone” and bemoan the decline of privacy with 

the advent of photography and sensationalist journalism. 

Combined with the printing press, photography allowed the 

circulation of candid images of people with or without their 
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consent. Warren and Brandeis observed that these develop-

ments led to information that was previously private to be 

“shouted from the rooftops.” 3 One wonders what Warren 

and Brandeis would have to say about the advent of digital 

photography that allows just about anyone to take multiple 

pictures anytime and distribute them to everyone. Upload-

ing these images to the World Wide Web amplifies “shouting 

from the rooftops” to such an extent that it can be heard 

around the globe. These new developments notwithstand-

ing, the reason that the Warren and Brandeis definition has 

held sway for more than a century is undoubtedly because 

of its simplicity and the difficulty others have had in trying 

to create a more sophisticated definition.

Building on the Warren and Brandeis definition, it is gen-

erally accepted that privacy is necessary to maintain human 

dignity, as it is fundamental to personal autonomy. It is our 

ability to retreat to a place of solitude and anonymity that 

allows us to grow and develop as individuals. Various free-

doms such as freedom of expression underpin democratic 

societies, and these too rely on privacy. As the internationally 

distinguished constitutional scholar Zelman Cowen argued 

in 1969: “A man without privacy is a man without dignity; 

the fear that Big Brother is watching and listening threatens 

the freedom of the individual no less than the prison bars.” 4

Privacy is related to, but not the same as, confidentiality. 

Confidentiality refers to the legal duty of a person who is 

given personal information about another person by virtue 

of a professional relationship. The traditional approach to the 

disclosure and transfer of certain types of sensitive informa-

tion such as that relating to health recognizes that personal 

information is special and must be managed accordingly 
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because it has originated in confidence. At the core of the 

confidentiality interest is the recognition that it is not cen-

trally linked to the autonomy and security of an individual, 

but rather is an interest only insofar as it is recognized and 

fostered by the law-making authority. As such, a law-making 

authority may abrogate this interest when the other interests 

are deemed to be more important than the confidentiality 

interest. In other words, confidentiality is considered to be  

a significant interest worthy of protection, but it is not a 

fundamental right as many claim privacy to be.

Privacy must also be distinguished from secrecy. Secrecy 

has negative connotations, suggesting that those who seek 

privacy are hiding something that they are ashamed of. 

Accordingly, transparency advocates seek to minimize the 

ability of governments to hide particular activities from 

public scrutiny. Secrecy provisions in legislation are usually 

based on the “need to preserve the secrecy of government 

operations in order for government to function effectively.” 5 

Maintaining a smooth-running government might mean 

concealing the bids of companies competing for government 

contracts from their competitors or might refer to concealing 

information that relates to national security.

The interests of the government and the citizen with 

respect to secrecy can be the same, but at times they might 

be quite different. As the Australian Law Reform Commis-

sion observes:

The secrecy interests of agencies and the privacy inter-

ests of individuals will sometimes be complementary. 

For example, both an agency and the subject of infor-

mation held by the agency might have an interest in 
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non-disclosure of that information to third parties. 

Those interests, however, may sometimes conflict. For 

example, a person may want access to his or her per-

sonal information to check that it has been recorded 

correctly and is not being disclosed without his or her 

consent; but to grant that access could intrude upon 

the secrecy interests of the agency.6

That said, there is concern that the decision to conceal might 

have less to do with important things such as national security 

and more to do with protecting wrongdoing in government. 

The same can be said about the motivation for secrecy within 

the private sector. This issue will be dealt with in more depth 

in the chapter that discusses transparency.

In this study, privacy will be defined as the right of indi-

viduals to be let alone to pursue their self-interest without 

observation or interference from others. Informational pri-

vacy is defined as the ability of individuals to have some 

measure of control over their own information in order to 

pursue their self-interest without observation or interference 

from those who are in possession of their personal data, un-

less there is an established and justifiable reason for such 

observation or interference. This very rudimentary attempt 

to provide a definition that has eluded so many others is not 

particularly sophisticated, but it does provide a conceptual 

framework within which issues associated with new and 

emerging technologies can be analyzed. It also provides a 

basis for understanding the relationship between transpar-

ency and privacy, and the legislative manifestations of these 

concepts: access to information and protection of privacy.
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The March Toward Regulation

While privacy has been recognized implicitly as an important 

component of free and democratic societies, it was recog-

nized explicitly in major instruments of international law 

after World War II. United Nations declarations such as the 

Universal Declaration of Human Rights (1948) and the Inter-

national Covenant on Civil and Political Rights (1966) regard 

privacy as a fundamental human right that is necessary to 

safeguard the individual’s autonomy and dignity.7 Nation

ally, privacy is recognized as a right in constitutions: most 

countries provide protections for communications and the 

inviolability of the home.8 In those countries where privacy 

is not protected explicitly in constitutions, courts have found 

other provisions for protecting privacy.

In Canada, privacy is implicitly recognized in the Cana-

dian Charter of Rights and Freedoms and by virtue of such 

court decisions such as R. v. Dyment. This 1988 case involved 

taking and testing a blood sample from a patient without 

his consent or knowledge and using the results to convict 

him of impaired driving. As Justice Gérard La Forest, of the 

Supreme Court of Canada, commented:

Society has come to realize that privacy is at the heart 

of liberty in a modern state. . . . Grounded in man’s 

physical and moral autonomy, privacy is essential for 

the well-being of the individual. For this reason alone 

it is worthy of constitutional protection, but it also 

has profound significance for the public order. The re-

straints imposed on government to pry into the lives 

of the citizen go to the essence of a democratic state.9
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Justice LaForest goes on to quote from the 1972 report of 

Canada’s Task Force on Privacy and Computers: “This notion 

of privacy derives from the assumption that all information 

about a person is in a fundamental way his own, for him 

to communicate or retain for himself as he sees fit.” 10 This 

follows the writing of Alan Westin, who wrote the seminal 

book Privacy and Freedom in 1967. Westin defined privacy 

as the desire of individuals to choose freely how much of 

themselves to expose to others. It is thus important for in-

dividuals to control both what information is known about 

themselves and what is released.11

Most privacy protection comes by virtue of laws passed 

in legislatures that seek to give individuals control over their 

person. In the last few decades, countries around the world 

have developed information privacy legislation that seeks to 

protect the privacy of information held by governments. The 

roots of this legislation can be traced back to the introduc-

tion of voluntary guidelines developed by the Organisation 

for Economic Co-operation and Development (OECD) in 1980 

in Guidelines Governing the Protection of Privacy and Transbor-

der Flows of Personal Data. These guidelines anticipated the 

privacy challenges associated with new technologies that 

allowed the combining of data from a variety of sources 

to create comprehensive databases; they were designed to 

discourage member countries from introducing laws that 

conflicted with one another.12 The guidelines recognize that 

“although national laws and policies may differ, Member 

countries have a common interest in protecting privacy 

and individual liberties, and in reconciling fundamental 

but competing values such as privacy and the free flow of 

information.” 13 These voluntary guidelines were followed 
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in 1995 by the European Union’s Directive on the Protection of 

Individuals with Regard to the Processing of Personal Data and on 

the Free Movement of Such Data. This directive states:

	1	I n accordance with this Directive, Member States shall 

protect the fundamental rights and freedoms of natural 

persons, and in particular their right to privacy with 

respect to the processing of personal data.

	2	 Member States shall neither restrict nor prohibit the 

free flow of personal data between Member States for 

reasons connected with the protection afforded under 

paragraph 1.14

Member states were compelled to transpose this directive 

into law by 1998, which they did. Importantly, the directive 

stipulates that personal data from the European Union (EU) 

cannot be sent to any country that does not have privacy 

protection equivalent to that of EU members.

The 1995 directive has serious implications for trade 

between countries and created the impetus for the devel-

opment of privacy laws within the European Union and 

elsewhere. The United States resisted the pressure to enact 

comprehensive privacy laws by entering into a “safe-harbour” 

agreement with EU in November 2000; this agreement com-

prises a set of principles developed by the US Department 

of Commerce and the EU. Companies that choose to comply 

are certified as such and are protected from having their 

data flow severed. Though the activities of transnational 

organizations are important for developing international 

norms and regulations, the decisions of trading blocs such 

as the EU may ultimately act as the domino that pushes 
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countries elsewhere into following suit in order to maintain 

economic ties.

Other countries around the world began to follow in the 

EU’s footsteps. In Asia, the Privacy Framework of APEC (Asian-

Pacific Economic Cooperation, an organization devoted to 

fostering sustainable economic growth in the region) rec-

ognizes both privacy and the importance of freely flowing 

information and asserts its commitment to assisting in the 

development of uniform practices globally. It also supports 

the advancement of international mechanisms to enforce 

privacy while maintaining information flow, which includes 

enabling enforcement agencies to fulfill their mandate to 

protect information.15 While this framework has been called 

“OECD Lite,” Johanna Tan rightly notes that it “represents a 

consensus among countries that come forth from different 

legal systems, values, culture, and which are at different 

stages in enacting their privacy protection.” 16 As such it 

constitutes a significant first step in its recognition of basic 

data protection principles.

In Canada, the Canadian Standards Association followed 

the EU lead by developing the Canadian Model Code, which 

outlines ten fair information principles: (1) accountability; (2) 

identifying purposes; (3) consent; (4) collection limitations; 

(5) use, disclosure, and retention limitations; (6) accuracy; 

(7) safeguards; (8) openness; (9) individual access; and (10) 

challenging compliance.17 These principles simply state that 

organizations that collect information should be clear about 

why they are collecting the information, who will see it, and 

how long it will be held. Those whose information was col-

lected must be able to see what is being held and how it is 

being held and be able to complain to someone within the 
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organization if the information is inaccurate or is not be-

ing adequately protected. The principles formed the basis 

of subsequent legislation passed in Canada and elsewhere 

in the public, private, and non-profit sectors. The legislative 

regimes passed by Canada and Argentina were deemed to 

be “adequate” by the EU.

Eight years later the OECD passed another set of guide-

lines. OECD Guidelines for the Security of Information Systems 

and Networks: Towards a Culture of Security sets standards for 

the design and use of information communication technolo-

gies. These standards have been adopted for use by such 

international bodies as the United Nations, the Council of 

the European Union, Asia-Pacific Economic Cooperation, and 

Asia-Europe Meeting.

The guidelines and directives issued by national, regional, 

and international bodies address the concerns relating to the 

security of data collected from individuals and stored by both 

governments and businesses. These same bodies recognize 

that while privacy concerns are important, robust economic 

activity is dependent on the free flow of information. While 

the particulars of all these documents might differ, the basic 

thrust is similar — to protect data collected from individuals 

without inhibiting the flow of information. These initiatives 

are resulting in global convergence of legislation.

Recently, privacy legislation in many jurisdictions was 

extended to cover the private sector, and most recently, to 

not-for-profit groups that engage in commercial activities. 

For example, in 2010 Alberta’s access and privacy commis-

sioner’s office recommended that a not-for-profit recreation 

facility comply with a request for information regarding an 

incident that resulted in a sports team being fined for the 
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alleged misdeeds of one of its participants in the facility’s 

bar. The privacy commissioner found that because the bar 

in the facility sold beverages to patrons, the facility was 

considered to be a commercial enterprise, and as such, was 

covered by the Privacy Act.18 This is an example of “coverage 

creep” that will no doubt result in privacy protection in vir-

tually all organizations.

Similarly, coverage creep has now moved legislation be-

yond simply enabling privacy commissioners to respond to 

complaints; in some jurisdictions organizations themselves 

may be compelled to report privacy breaches.19 There are 

many ways that information could be exposed, such as by 

sending information via fax to the wrong number or through 

the theft or loss of a computer or hand-held device. Although 

privacy protection is expanding, there is considerable varia-

tion with respect to how broad the legislative mandate is in 

any particular jurisdiction and what powers privacy com-

missioners have. For example, some privacy commissioners 

have the ability to compel compliance with legislation, while 

others can only make recommendations and must rely on 

moral suasion. These differences notwithstanding, the trend 

is toward more robust legislation.

The concern for privacy and the development of privacy 

protection practices and legislation is a result of four inter-

related factors: the first three are the result of technologies 

that make new forms of privacy invasion possible, while the 

fourth factor relates to the EU’s directive. The first factor 

that has raised concern is that computers have improved 

the ability to store, retrieve, and transfer information. These 

improvements can lead to more efficient and effective ser-

vices. The computer’s capacity to improve the management 
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of large volumes of information, however, also raises an im-

portant privacy question. Will unnecessary and irrelevant 

information be collected because of the computer’s storage 

capacity? Ruth Gavison argues that the modern concern for 

the protection of privacy can be attributed to “a change in the 

nature and magnitude of threats to privacy, due at least in 

part to technological change.” 20 In this regard, the Supreme 

Court of Canada notes:

In fact, in our modern informational society, where 

intimate details of one’s life may be available through 

computerized information accessible to many more 

persons than those initially entrusted with the know

ledge, the security that information will be kept in 

privacy may be even more significant than one could 

have historically imagined.21

Privacy legislation can provide a foundation of rules and 

regulations to address these and other issues.

A second factor is the growing concern about government 

“data banks” or “data warehouses.” Governments collect a 

dizzying array of information about individuals because of 

the nature and extent of the services they deliver, such as 

health care, social services, education, and licensing. An im-

portant privacy question is: Should comparisons of different 

databases through “data matching” be permitted in order to 

build electronic profiles of individuals? Should “data mining” 

be permitted to determine trends and patterns of behaviour? 

This ability to link different categories of information about 

an individual across departments or levels of government 

raises particular concern. These activities are also prevalent 

Controlling_Knowledge_Interior.indd   43 11-08-02   11:08 PM



CON TROLLING K NOW LEDGE

44 

in the private sector. Data mining and data matching will 

be explored in more depth in the next section, but suffice to 

say at this point that privacy legislation governing the public 

sector is seen as an important way of keeping government 

open and accountable by allowing citizens some measure of 

control over what personal information their governments 

hold and for what purposes it is used.

A third factor that has led to the proliferation and conver-

gence of privacy legislation is that elements of e-commerce 

are raising privacy concerns in relation to the Internet. In-

ternet companies are creating devices to identify, track, and 

develop profiles of consumers. Consumers are concerned 

about the loss of anonymity, as well as the potential sale 

of their personal information to third parties for a variety 

of purposes. Internet companies include social networking 

sites. In 2007, the hugely popular Facebook began tracking 

its users’ activities on third party websites and announcing 

these activities to the individual users’ friends, as well as 

delivering ads relevant to those activities that featured the 

users’ information.

Pause for a moment and think about that as a consumer: 

you make a purchase from a website that sells sex toys; this 

visit is announced to your friends on Facebook (which in-

cludes your mother, your work colleague, and your favourite 

teacher from grade three) and encourages them to consider 

buying a toy for themselves, as you, their friend, have deter-

mined this product is worthy of purchase. Although Facebook 

later changed this policy, its CEO announced in 2009 that 

privacy is a social norm from the past. Subsequent changes to 

Facebook’s privacy practices made privacy controls far more 

complicated for the average user, just by virtue of giving the 
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user more options for information dissemination control.22 

By 2010 Facebook had announced that it would be sharing 

its users’ information with “pre-approved partner websites.” 

Facebook’s continued changes to its privacy practices have 

led its critics to charge that although users ostensibly have 

more power to control how much information is shared about 

them, few have the technical acumen to properly manage 

their privacy settings. The complicated case of Facebook will 

be discussed in depth in chapter 6.

A fourth factor contributing to proliferating and converg-

ing privacy laws is legislative as opposed to technological: 

the 1995 directive of the European Union discussed earlier 

in this chapter.23 This directive raised the possibility of trade 

sanctions against countries with inadequate laws for privacy 

protection. To be a member of the EU, countries have to be 

signatories to the European Convention on Human Rights. 

This convention provides a right to respect for a person’s 

“private and family life, his home and his correspondence” 

and has been broadly interpreted by the European Court of 

Human Rights. Because of its experience with Fascist and 

Nazi governments during the World War II era, Europe was 

exposed to atrocities inconceivable to most North Americans 

as a result of the unchecked use of personal data that exposed 

race, ethnicity, and sexual and political orientations. These 

experiences sensitized Europeans to privacy considerations, 

resulting in the development of strict guidelines for data 

processing; the 1995 Directive compels EU member states 

to terminate data flows to those countries that it deems are 

not sufficiently protecting data.

Privacy, then, is primarily protected through legislation 

worldwide that developed to some extent through “peer 
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pressure” over the last few decades. Both the numbers of 

countries with legislation and the numbers of the sectors 

covered in legislation is increasing, as is the pressure to 

conform as a prerequisite for entering into trade agree-

ments. At the same time global forces such as the threat 

of terrorism, the concern for security, and the proliferation 

of invasive new technologies are simultaneously eroding 

privacy regimes in many countries, such as Canada, Great 

Britain, the United States, and France. Predictably, a veri-

table industry has sprung up to promote the protection of 

privacy, including lobbyists and non-governmental organi-

zations dedicated to the issue. The most visible of the latter 

is Privacy International, based in London and Washington. 

While free-flowing data is very good for trade, it can cause 

very real problems when used for purposes other than for 

what it was collected. These problems are the subject of the 

following section.

Data Flow, the Thirst for Information,  

and the Problems of Privacy Protection

If the magnitude of data collected by retailers, government 

officials, and others is astonishing, the ability of new infor-

mation technologies to facilitate the transmission of this 

information around the globe is even more so. This data 

flow is critical for commerce, but it is also important for 

other purposes, such as crime prevention. The different 

purposes of data flow create vexing problems for privacy 

protection, particularly for certain groups of people. Many 

corporations are multinational and thus personal infor-

mation may cross borders as part of their routine business 
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practices. This is often the case for national companies as 

well. For example, a local company might provide Internet 

connectivity, but the person providing technical assistance 

might be located on another continent. This person not 

only has access to the customer’s account information but, 

through remote access to the customer’s desktop, can often 

fix the problem virtually. As technology enables the easy 

dissemination of information and the distribution of both 

employees and those providing goods and services to the 

company on contract, the physical location of the company 

becomes increasingly irrelevant.

Once information crosses a border, however, it becomes 

subject to the laws in that jurisdiction. This practice first 

attracted notice in Canada when the province of British 

Columbia announced that it planned to outsource the man-

agement of BC medical information to an American company. 

Since the passing of the USA Patriot Act in 2001, in response 

to the 9/11 terrorist attacks, American companies are re-

quired to surrender information to the FBI upon request 

and are prohibited by the same act from revealing that the 

security of the data has been compromised. (The title of the 

act is in fact an acronym; the full name is the Uniting and 

Strengthening America by Providing Appropriate Tools Required to 

Intercept and Obstruct Terrorism Act.) Once the information has 

passed into the hands of the American government, there 

is no assurance that the information will be used only for 

the purposes for which it was collected, as the act allows 

for the possibility of other uses.

The problem with such an outsourcing situation quickly 

becomes clear. For example, an HIV-positive person living in 

Vancouver has no assurance that his medical information 
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will not be given to the FBI or to US customs officials. As be-

ing HIV-positive was at one point reason to be denied entry 

into the United States, an HIV-positive Vancouverite could 

have been prevented from engaging in a popular weekend 

activity: cross-border shopping. If individuals cannot be as-

sured that their personal information will be treated with 

the same respect for privacy as it is in their own country, it 

seems reasonable to ask whether such transfers should be 

permitted. The questions raised by privacy commissioners 

and others about data crossing borders resulted in the re-

vamping of Canadian regulations for the contracting out of 

information management.24 If it appears that the data are 

being used or disclosed inappropriately, there are problems 

with complaints and enforcement. Privacy commissioners 

are limited in their jurisdiction, and the scope of their in-

vestigations and enforcement mechanisms do not extend to 

other countries. The USA Patriot Act has created a plethora of 

other problems that will be discussed later in this chapter 

and this book.

A related issue for privacy protection is that of data 

matching. The combination of a variety of databases that 

contain personal information can be used to draw very de-

tailed electronic profiles of consumers and citizens. Private 

sector records include such things as details of products 

purchased (what, when, how many), financial records, phone 

records, video rentals, books purchased from bookstores or 

borrowed from libraries, and detailed travel information. 

State records include an even longer list of information: 

taxes paid, charitable donations, property owned, vehicle 

registration, customs information relating to travel in and 

out of the country, immigration status, trial results and 
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sentences, and forensic information gathered through law 

enforcement such as fingerprints and DNA records. Closely 

related to this is data mining, which involves using a set of 

automated techniques to extract information that is buried 

in large databases to determine patterns of behaviour. The 

resulting information that is drawn from “matching” and 

“mining” data can be used to produce a profile of the citizen 

consumer. These profiles can be used for relatively benign 

purposes, such as a government department trying to detect 

social service fraud or a store determining to which addresses 

a sales flyer advertising lawn furniture should be sent, or 

the more privacy-infringing activities of racial profiling  

or creating profiles of the “types” of people most deserving 

of credit or most likely to commit crimes.25

In the United States, terrorist prevention agencies make 

extensive use of data matching and data mining to deter-

mine who might be a terrorist and where vulnerabilities to 

national security might exist. While other governments, 

including the Canadian government, are not as enamoured 

of these techniques as tools in their counterterrorism arse-

nals, some do share information (such as passenger lists on 

airplanes) with the United States, which the US can in turn 

compare to data already in its possession. Profiling and data 

sharing are becoming increasingly popular methods of de-

termining who is allowed to board a plane or cross a border. 

At best, these activities can be described as discriminatory 

because they place limits on personal freedom on the basis 

of someone’s ethnicity or circle of acquaintances. At worst, 

inaccurate information can result in horrific consequences 

for innocent citizens. The infamous example of a thirty-four-

year-old Canadian telecommunications engineer who was 
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detained in the US while in transit home from an overseas 

vacation offers a frightening illustration of data sharing and 

profiling gone wrong.26 Syrian-born Maher Arar was accused 

of having links to al Qaeda, and was eventually deported 

to Syria, where he was tortured and made to confess to at-

tending an al Qaeda training camp in Afghanistan. He was 

detained for almost a year without being formally charged 

with a crime. The RCMP provided information to the United 

States that led to his detention and deportation; the RCMP 

had created an extensive profile of Arar through search-

ing public documents that they then shared with their 

American counterparts. This background check included a 

rental agreement signed by someone suspected of al Qaeda 

links. After an investigation by a Commission of Inquiry, 

the Canadian government exonerated Arar, admitted to 

making multiple errors in this case, and paid $10.5 million 

to him in restitution. The American government, however, 

refuses to remove Arar and his family from its “watch list” 

that prohibits certain individuals from travelling though 

American air space.

Given the pressures of the global marketplace and the 

efforts of governments to work together to prevent terror-

ism and international crime, attempts to block transmission 

of personal information to other countries will be next to 

impossible. For this reason, privacy commissioners have  

focused their efforts on establishing legislation that outlines 

circumstances when transmission outside of the jurisdic-

tion is permissible (e.g., agreements in place that provide 

for a comparable standard of privacy protection and audits 

to determine whether there are unauthorized uses and 

disclosures). In this way, privacy commissioners are able 
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to investigate the activities of the body that discloses the 

information if concerns are raised about uses and disclo-

sures in another country. That said, regulation of data that 

move from one jurisdiction to another can be very difficult, 

particularly given the competing demands for its use. The 

next chapter illustrates the complexity of the issue with 

respect to medical information.

Thus far this chapter has focused on information privacy 

— the flow of personal data that is collected, transmitted, 

and stored by organizations. This form of privacy is clearly 

emerging as one of the most vital. But it is not just technol-

ogy or the propensity of organizations to collect data that 

threaten our privacy, it is also our willingness to exchange 

privacy for something else. Teenagers give up a measure 

of personal autonomy for the electronic leashes that their 

parents present to them in the form of cellphones. Being 

instantly available to their parents is considered a small 

price to pay for the ability to be instantly available to their 

peer group. The teenagers’ parents relinquish control over 

their information every time they sign up for a loyalty 

card at their neighbourhood gas station or grocery store. 

Allowing a corporation to track their purchases and their 

movements for marketing purposes is considered to be a 

fair exchange for the reward points they collect every time 

they make a purchase. These points can be redeemed for 

yet more goods and services. In the marketplace, privacy 

appears to be a negotiable commodity, readily sacrificed to 

satisfy material desires.

What would seem utterly baffling to someone who lived a 

hundred years ago surely would be the readiness of people to 

reveal the most intimate details of themselves to a virtually 
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limitless audience. This includes posting pictures of them-

selves in compromising situations (such as having had too 

much to drink) on Facebook, or posting YouTube videos of 

themselves engaging in activities that most people would 

consider very personal — squeezing a pimple, kissing, or def-

ecating. Others go on syndicated television shows to confess 

to or denounce others for committing all manner of egregious 

behaviours. Or they might participate in a reality TV show. 

The premise of this TV genre is to track the behaviour of 

“ordinary people” in a variety of situations that will likely 

provoke intense emotional reaction (and therefore drama and 

sensationalism). As Andy Warhol predicted in 1968, “In the 

future, everyone will be world-famous for fifteen minutes.” 

It would seem that those who willingly participate in these 

privacy-invasive activities are willing to do so to achieve 

Warhol’s fifteen minutes of fame.

While those who participate in the aforementioned activ

ities may not have thought through all the consequences 

of their actions, they are at least to some degree exercising 

free will when they engage in them. Many privacy advocates 

point out that the choice of privacy is the luxury of those 

who can afford it. The rich can purchase homes with high 

fences around them, while the poor are confined to multiple 

housing units with private living areas but shared common 

spaces. The rich can enjoy recreation in private clubs, while 

the poor play street hockey or kick the soccer ball around 

the field of the local school. The rich drive privately owned 

vehicles; the poor take public transit. Free will to protect 

privacy can be exercised to the degree that a person is both 

able and prepared to exchange it for some other good.

What is worrisome about the preceding examples is that 
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some people are forced to give up their privacy in order to 

gain access to something they need as opposed to something 

they want. The most obvious example of this is the ability of 

the poor to access social services. In order to avoid fraud, the 

state requires recipients of various forms of aid to provide an 

enormous amount of information which is then compared to 

other databases of similar information that can be accessed 

by a variety of service providers. In effect, the state keeps 

these people under surveillance in order to ensure that they 

are not earning income beyond a certain level or to deter-

mine whether they are living with a person of the opposite 

sex. Most middle-class taxpayers would object to the state 

stipulating what their living arrangements should be, or how 

many jobs they can hold, but welfare recipients are forced 

to comply with these intrusions into their personal affairs 

in order to receive state benefits.

In Canada, modern welfare practices evolved from those 

that governed the interaction between the federal govern-

ment and indigenous people. As historian Keith D. Smith 

observes: “The importance of surveillance was well under

stood by those concerned with ‘civilizing Indians’ in the 

late nineteenth century.” 27 The Department of Indian Af-

fairs kept meticulous records on all aspects of the lives of 

its wards, including such things as what style of clothing 

particular Indians wore. These records were not compiled 

for the purpose of understanding the Indian way of life, but 

reflected and promoted the Euro-Canadian understanding 

of what comprised normality. “The underlying impetus of 

all this observation and intelligence gathering was to pro-

vide a portrait of the progress of colonial rule. It identified 

individuals and groups who were adhering to state policies, 
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and singled out those who were not for further remedial 

discipline.” 28 Feminist writers hasten to point out that it 

is not a coincidence that in the twenty-first century, those 

who are subjected to the most privacy-invasive practices are 

single women with children; much has been written about 

the state’s imposition of restrictions on their behaviour in 

order to maintain morality. Once again, this is particularly 

true for minority women now and in the past. Smith notes 

that “in all spheres, the actions of women were placed under 

particularly close scrutiny in regard to restrictions on their 

movement. . . . The mission to impose patriarchal relations 

and the private/public dichotomy operative in non-Indige-

nous Canadian society was unmistakable.” 29 Canada is not 

unique in this regard; privacy-invasive practices aimed at 

the poor, the marginalized, ethnic minorities, homosexu-

als, and women have a long history in countries around 

the world.

It is not just the poor who can be coerced with respect 

to relinquishing privacy, however. Employers and prospec-

tive employers subject workers to all manner of privacy 

incursions, from benign forms of interaction to outright 

surveillance. Privacy invasions start right at the point of 

hire. For example, the City of Edmonton in Alberta, Canada, 

requires applicants for city jobs (which are unionized with 

relatively high pay and benefits) to complete an online ap-

plication process. Until recently, applicants were obliged to 

sign a form acknowledging that they have read the following: 

“Please be aware that the data you provide on this applica-

tion form will be transferred to our electronic recruitment 

system, Taleo, hosted in the USA, and may be subject to 

U.S. laws.” 30 The reference to “U.S. laws” meant that the 
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information that a job candidate in Edmonton provides 

would be subject to the USA Patriot Act. As was noted earlier, 

it allows the US government access to any information that 

a US company might have, and to use this information for 

purposes other than for what it was collected. This might 

not sound like such a big problem — unless of course you 

happen to be an observant Muslim with the last name of 

bin Laden. Your dilemma becomes whether to provide the 

City of Edmonton with the voluminous information that is 

required in the application process, knowing that it might 

find its way into the hands of a foreign government who 

will use it for counterterrorism purposes, or for some other 

purpose. No problem — you have nothing to hide, right? 

But again, what happens if you coincidentally happen to 

share the same name and birthdate as someone else who 

is wanted on drug smuggling charges? What might happen 

the next time you fly to the Caribbean for a winter vacation 

and your flight stops to refuel in Florida?

Another invasive hiring practice comes in the form of 

employee assessments. One firm that specializes in these 

assessments claims: “Employee Assessments allow your 

company to understand and predict human performance 

and potential, ensuring you select the right person for the 

right job. They improve the quality and efficiency of your 

recruiting, qualifying, interviewing and selection processes, 

allowing you to make better hiring and promotion decisions 

and ensuring your employees will be a perfect fit in your 

company culture.” 31 This is done through tests that ask 

questions in seven areas, including “personality, motivation, 

and culture fit.” Obviously, questions that go beyond try-

ing to determine job skills and experience will be far more 

Controlling_Knowledge_Interior.indd   55 11-08-02   11:08 PM



CON TROLLING K NOW LEDGE

56 

detailed and invasive than simply asking for the last place a 

prospective employee worked. Whereas questions designed 

to assess such qualities as “judgment” were previously posed 

in a face-to-face interview, assessment now takes the form 

of multiple choice tests completed on a computer and sent 

to a third party for analysis. This third party may be a com-

pany located in another country. The dilemma job seekers 

face is that if they refuse to give up particular information, 

they are limiting their employment opportunities.

Once an applicant is actually hired, there are many forms 

of privacy invasions that he or she might be subjected to. 

Many companies require their employees to submit to ran-

dom drug testing. A positive test could result in dismissal 

or suspension. While some drugs (such as alcohol, heroin, 

or crack cocaine) pass through a person’s blood system 

within hours, traces of marijuana can remain in tissues for 

many months. Similarly, particular combinations of over-

the-counter drugs can give false positives. Evidence of this 

is demonstrated at every Olympic Games when athletes are 

stripped of medals and an uproar ensues as to the validity 

of the test that showed them testing positive for a banned 

substance. In the case of an employee who fails a drug 

test, the implications are equally severe in that this form 

of dismissal can seriously compromise future employment 

prospects. The inclination, therefore, is for an employee 

who tests positive for drugs to keep the details of the inci-

dent as quiet as possible. Employees are also subjected to 

many different forms of surveillance while at work. New 

technologies are permitting companies to keep watch over 

employees when they are at home as well. These develop-

ments will be discussed in more depth in chapter 5, but 
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suffice to say that surveillance includes the use of video-

taping, the use of biometric identifiers (voice recognition, 

retinal scans, fingerprints) for security purposes, and the 

use of radio-frequency identification tracking devices. While 

all of these technologies have serious privacy implications 

for individuals, employees are theoretically not “forced” 

to acquiesce to them. But is there really any free choice if 

employees must by economic necessity continue to work 

for a particular company?

There are far more subtle ways in which an employee’s 

privacy can be compromised but which nonetheless represent 

an incursion into an individual’s personal space. A manage-

ment tool that is growing in popularity is the “retreat,” which 

is designed to break down barriers that prevent employees 

from engaging in collaborative creative thinking. The word 

retreat suggests safety — the removal of oneself to a place 

of safety and security where one can reflect on matters of 

importance. Retreats have in the past been used primarily 

for spiritual purposes and were solitary experiences wherein 

participants prayed, meditated, or reflected, sometimes in 

darkness. More recently, retreats have been used for so-called 

“team building.” In these exercises, participants go to an 

off-site location to focus on issues that they do not normally 

focus on in their day-to-day work lives. Goals of organiza-

tional retreats typically relate to such things as strategic 

planning or improving communication; the achievement 

of retreat objectives requires the active participation of at-

tendees. While some participants embrace the opportunity 

to share their thoughts and reflections with others, other 

participants may resent what they perceive to be an intru-

sion into their personal space. This can also be said about 

Controlling_Knowledge_Interior.indd   57 11-08-02   11:08 PM



CON TROLLING K NOW LEDGE

58 

the “workshop,” a similar exercise that requires participant 

interaction and exchanging information.

Students in educational institutions are being primed 

for these increasingly common workplace activities. More 

and more of their courses require them to post online blogs 

wherein they are required to publicly reflect on course 

themes and critically assess the blogs of other students. 

The difficulty with “reflection” with respect to privacy is that 

when we give serious thought or consideration to a particular 

issue in the social sciences or humanities, we do so from a 

perspective that is closely tied to who we are (for example, 

our gender, our social class, our ethnicity, our upbringing). 

Explaining our perspective might require that we share as-

pects of our personal lives that we are not comfortable with 

sharing in a professional context. This is particularly true if 

we think that our perspective could differ from that of the 

majority of the group and if we are not sure that the group 

will look kindly on a dissenting viewpoint. This discomfort 

must be measured against the possibility that our reluc-

tance to participate will lead others to brand us as lacking 

collegiality or difficult to work with. As one former privacy 

commissioner observes: “There is considerable pressure on 

us in all aspects of our lives to be more open with everyone 

about our feelings and states of mind. In some quarters, to 

maintain a sense of privacy about aspects of one’s existence 

is viewed as anti-social.” 32 Even more troubling, of course, is 

that many instructors neglect to review the privacy state-

ments of the blogging or social networking sites that they 

use; some sites require users to consent to the site using 

personal information in ways that some might find objec-

tionable. Privacy-aware students will encounter additional 
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problems when they enter the workforce; more and more 

companies are using electronic application processes for 

positions. Very few students understand the implications 

of their checking the “I agree” box on consent forms. Those 

who are aware may be graduating with a huge student debt 

and thus not in a position to choose not to consent (and by 

default, not apply for the job).

While the transmission of information facilitates trade 

and commerce, it can have grave consequences for the abil-

ity of individuals to control what others know about them. 

The appetite for our personal information appears to be 

insatiable, and various incentives are provided that make it 

seem reasonable enough to share it. The public lack of con-

cern with the risks is undoubtedly also a consequence of 

the unequal impact of privacy invasion on particular people. 

Minorities, the poor, and those who are in need of support 

from the state are acutely aware of these issues in a way that 

the middle-class majority is not. As is often the case, those 

whose rights are the most threatened are the least equipped 

to defend themselves.

Privacy Protection, Personal Autonomy,  

and Control

The preceding discussion illustrates that threats to privacy 

come from many directions. These threats may be externally 

generated or may arise as a result of benign neglect through 

either ignorance or indifference. What is clear is that pri-

vacy is a complex concept with many dimensions. Notions 

of what properly comprises an individual’s “personal” space 

are both culturally derived and evolving along with social 
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norms. Though it might be difficult to define precisely how, 

it is clear that rapid technological change has dramatically 

multiplied and amplified the threats to privacy. Unfortu-

nately, privacy is one of those things that most people do 

not think about too much until it is lost. As the Standing 

Committee on Human Rights and the Status of Persons with 

Disabilities observed:

Classically understood as “the right to be let alone,” 

privacy in today’s high-tech world has taken on a 

multitude of dimensions. According to certain pri-

vacy experts, it is the right to enjoy private space, 

to conduct private communications, to be free from 

surveillance and to respect the sanctity of one’s body. 

To the ordinary Canadian, it is about control — the 

right to control one’s personal information and the 

right to choose to remain anonymous. Privacy is a core 

human value that goes to the very heart of preserving human 

dignity and autonomy. It is a precious resource because 

once lost, whether intentionally or inadvertently, it 

can never be recaptured.33 (Emphasis in the original.)

But as with any resource in society, there are other inter-

ests that compete with privacy. Chief among these are 

national security, managerial efficiency, and social and 

political engagement. But it is the concept of transparency 

that trumps all competitors — this value is fundamental to 

good governance. As such, transparency’s close companion, 

access to information, must be balanced with privacy, just 

as the interests of the individual are frequently weighed 

against those of the larger community in other political 
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debates. Access to information and its importance to the 

development of a good and just society are the focus of 

the next chapter.
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Ch_3
Freedom of Information 
(FOI)

Transparency for the Public Good

The protection of personal privacy is attracting consider-

able attention in Western democracies because of the ease 

with which information circulates on the Internet and the 

adoption of potentially intrusive new security measures to 

address international terrorism. In contrast, less attention is 

paid to freedom of information, but this does not mean that 

FOI is not of equal importance. It is recognized worldwide 

as a crucial component of a democratic state because trans-

parency helps to expose corruption, ensures due process in 

law, and encourages the citizen engagement that is central to 

political participation. For newly emerging democracies, the 

concept of “open government” challenges previously accepted 

notions that the interests of society as expressed through 

the power of the state take precedence over the interests of 

individual citizens. These countries often use access to in-

formation legislation as a means for their societies to both 
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confront and reconcile past human rights abuses. The ability 

to access information, however, necessitates the restriction 

of privacy. While protection of privacy is a critical compo-

nent of safeguarding the well-being of the individual, access 

to information is a critical component of the accountability 

regimes that underpin functioning democratic societies with 

market economies.

This chapter’s focus is on FOI as it relates to citizens and 

their governments, because these accountability regimes are 

for the most part confined to accessing information held by 

the state. The chapter begins with a discussion of the rela-

tionship between transparency and good governance, and 

overviews the development of FOI regimes globally. It then 

moves to an analysis of how transparency is operationalized 

in legislation and administrative practice in the public sector, 

with a particular focus on the administrative structures and 

processes that impede the adoption of the culture of open-

ness. While the focus of this chapter is on transparency and 

accountability in the public sector, much of what is said in 

this regard can be applied to consumers who obtain goods 

and services from private or non-profit entities. Corporate 

and non-profit leaders do not have to worry about being 

re-elected, nor do customers/clients have the same rights 

of access to information as citizens. But corporations and 

non-profits still have to maintain the confidence of their 

clients and their shareholders. In addition, they must abide 

by the regulatory framework that governs their industry. 

Accountability is key to good managerial practices, and as 

we have seen in previous chapters, there is a close relation-

ship between transparency and accountability.

What ultimately separates the public from the private 
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and non-profit sectors is that the public sector’s purpose is 

to promote societal interests through the provision of certain 

goods and services that are deemed too important to be left 

to the private sector. Citizens cannot “opt out” of being a citi-

zen unless they move to another country and renounce their 

citizenship. While an unhappy customer can stop buying a 

product, an unhappy citizen does not have the right to stop 

paying taxes. As such, a citizen has certain rights vis-à-vis 

the state that a customer does not have vis-à-vis the business 

that she patronizes. Currently, access to information held by 

organizations in the private and non-profit sectors is limited 

to information pertaining to the individual making the re-

quest. In contrast, legislation relating to requests for access 

to information held by the state allows for far more expansive 

requests, as citizens have the right to know how the public 

interest is being defined and how state resources are being 

allocated. Predictably, this raises an important question to 

keep in mind when reading the following discussion of FOI: 

How should the desire of an individual, business, or other or-

ganization to keep information private be reconciled with the 

claim that releasing the information is in the public interest?

There are two components that underpin the right to 

FOI that together define the relationship citizens have with 

their government: (1) individuals should know what personal 

information is held; and (2) they should have the ability to 

“see” what the government is doing in order to hold it to ac-

count. The first component relates to the protection of an 

individual’s right to privacy. In order to protect this right, citi-

zens need to know what information the government holds 

that pertains to them personally, and they should be able to 

correct it or request that extraneous information be deleted. 
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The ability to exercise some control over information that is 

in someone else’s possession allows individuals a degree of 

sovereignty over their public identity. Because this form of 

access is integral to an individual’s privacy rights, access and 

privacy should not be conceived as always in opposition to 

one another. The second component concerns the ability of 

citizens to access information that does not pertain to them 

personally; it provides the focus of this chapter.

The reason that citizens should have access to govern-

ment information is simple: they need information in order 

to exercise their democratic rights in a responsible manner, 

and as taxpayers, they paid for its collection and retention. 

The types of information in which citizens might have an 

interest are as varied as their purposes for requesting it.  

Applications for access to information can be made at all 

levels of government. For example, at the municipal level, 

a reporter who became ill after an evening dining out re-

quested health inspection reports from Toronto Public Health 

for all city restaurants for the previous two years. This led 

to a year-long series of newspaper stories in the Toronto Star 

on the safety of city food establishments. In response to the 

ensuing “Dirty Dining” scandal, Mayor Mel Lastman ordered 

a four-month crackdown on restaurant inspections that re-

sulted in a hundred charges being laid and sixty restaurants 

closing.1 At the provincial level, a citizen in British Columbia 

was concerned about the reorganization of the province’s 

ferries and asked the premier’s office for all the background 

reports and analysis that contributed to the cabinet decision. 

He successfully argued that this decision had been the focus 

of much public debate and that the public was concerned that 

government decisions were increasingly being undertaken 
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without sufficient public scrutiny, particularly with respect 

to government outsourcing and privatization of services that 

require significant expenditures of public funds.2 At the fed-

eral level, a reporter from the Globe and Mail made an Access 

to Information request to Public Works and Government Ser-

vices Canada for records regarding the money that had been 

spent on the federal government sponsorship program since 

the 1994–95 fiscal year. This $40-million-a-year program was 

supposed to support cultural and sporting events but in fact 

comprised an aggressive advertising campaign in Quebec to 

promote Canadian unity. It was eventually revealed that, in 

addition to providing government funding for commercials, 

hot air balloons, and festivals in Quebec, advertising firms 

were overcharging the federal government for their services 

and in turn making donations to the Liberal Party of Canada. 

These revelations resulted in the so-called Adscam scandal, 

and in the next election the formidable and long-serving Lib-

eral government was reduced to a minority in Parliament.3 

While these examples are drawn from three different levels of 

government, they all demonstrate how an individual request 

for information can be made in the name of “the public inter-

est”— specifically, in order to hold government to account.

The determination of whether the right to access is 

deemed more important than the right to protection of pri-

vacy is about the relative importance of group rights versus 

individual rights, the public interest versus private autonomy. 

It should be noted, however, that “the public interest” is a 

contested concept. An individual or a group of individuals 

might make claims for information in the name of “the public 

interest” while the state might deny access based on claims 

of protecting “the public interest.” It is thus more useful to 
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think of claims for access to and protection of information as 

products of competing societal interests struggling to define 

what they perceive to be the public interest.

The ability of an individual to retrieve information held 

by the government is fundamental to the legitimacy of the 

state. That is, in a democracy leaders lead because others are 

prepared to follow them. We give leaders authority by elect-

ing or appointing them to a particular office using accepted 

practices that are clearly delineated. We trust them to act 

on our behalf because they have convinced us in an election 

that their ideas and their character make them deserving of 

the responsibility that we give them. In a perfect world, this 

trust is based on a continual assessment of their performance 

in office. The politicians who shape government are not only 

responsible for their own actions, they take responsibility for 

the policy decisions made by their party and for the actions 

of public servants who implement government policy. Per

iodically we are asked to renew the mandates of our elected 

representatives; we either re-elect them or choose someone 

else to represent us. We monitor these decisions in light of 

the alternative choices that could have been made. While ac-

countability is less direct in other sectors, leaders who lose 

the confidence of employees, boards of directors, or clients 

often find it difficult to maintain their positions of authority.

Leaders lose legitimacy and eventually authority when 

their followers become disenchanted with their actions, but 

if unpleasant truths or contentious decisions are kept from 

the electorate, the electorate will remain blissfully ignorant. 

Leaders will therefore continue to stay in power even if they 

are doing things that are not promoting the “public good,” 

however the public good is defined. So, for example, FOI 
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allows citizens to request information regarding the travel 

and entertainment expenses of politicians and bureaucrats. 

This may reveal that the taxpayer is paying for visits to strip 

clubs or for the use of escort services. FOI might also reveal 

that government contracts are consistently awarded to family 

members of cabinet ministers. The ability to obtain informa-

tion helps us to ensure that leaders are exercising the power 

we have given them in an appropriate manner, one that is 

consistent with the collective wishes of the electorate. In 

this case, “an appropriate manner” means a manner that 

falls within the parameters of the authority vested in the 

offices these leaders occupy. It also refers to a manner that is 

consistent with what the majority of the electorate believes 

is the best course of action with respect to policy choices. 

But citizens can make this determination only if they have 

access to information regarding decisions that have been 

made or if opposition parties or the media have access to it 

and are thus able to bring issues to the public’s attention.

The preceding observations are not limited to a particu-

lar nation-state; they also have relevance to international 

relations. Transparency has often been associated with the 

twentieth-century notion that openness will foster inter-

national stability and peace. This idea arose in reaction to 

the secret treaties that were signed prior to the outbreak of 

World War I that many pointed to as the cause of the war. 

While it is acknowledged that privacy has a place in the 

negotiating process, it is now accepted that the results of 

negotiations should be open and accessible. As the world 

became more economically integrated after World War II, 

international bodies began asking for statements of account 

for audit purposes. These are referred to as “compliance 
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information regimes.” 4 So, for example, countries must sub-

mit information about changes in trade policies to the World 

Trade Organization. Arms control or disarmament treaties 

require verification that the signatories are actually doing 

what they say they are doing.

Increasingly, transparency is also being demanded in 

financial markets. Global financial transparency helps to 

expose terrorist networks, arms dealers, drug traffickers, 

tax evaders, and money laundering. But the benefits can 

be more mundane; transparency also facilitates the pro-

duction of comparable corporate information that is useful 

for investors and their agents as they engage in securities 

trading. Since the 1980s, the ideology of “small government” 

and limited government intervention in the marketplace 

has ruled the day. Recent financial scandals and the 2008 

stock market plunge precipitated by the sub-prime mort-

gage crisis in the US has lent credence to those who claim 

that complex investment vehicles must be put under tight 

regulatory scrutiny.5 These events also support the view that 

transparency (in the form of more audit requirements and 

supervision as well as greater regulatory integration) would 

improve risk management. As with accountability, the desire 

for transparency is thus not confined to governments: rules 

have been developed to create access to information regimes 

both in the private and the public sector. It can be expected 

that access to information will soon extend its reach to the 

non-profit sector, particularly given the size and influence of 

many international non-governmental organizations.

At the outset of this section, it was argued that the abil-

ity to access information is critical for good governance. It 

also was asserted that the determination of whether or not 
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information should be released is the result of competing 

interests, which often pit a collective right — namely, the 

right to access information in the interest of the public good 

— against the individual right to keep information private. 

As with privacy, the recognition that information sharing is 

critical to democratic societies is not a new phenomenon. The 

next section discusses the evolution of FOI regimes and their 

regulative counterpart: access to information legislation.

The March Toward Regulation

Commentators point to Sweden’s 1766 Freedom of the Press Act 

as the world’s first attempt to secure the right to disseminate 

information through the auspices of freedom of expression.6 

Given that this act placed restrictions on criticism of the state, 

it would take another fifty years for the Swedish act to be 

amended to such a degree that it actually could be described 

as protecting freedom of expression. More recently, it was at 

the global governance level that the desire for free-flowing 

information was articulated. On 14 December 1946, during its 

first session, the United Nations General Assembly passed a 

resolution calling for an international conference on freedom 

of information. Resolution 59 (1) opened: “Freedom of infor-

mation is a fundamental human right and is the touchstone 

for all freedoms to which the United Nations is consecrated.” 

Two years later, the Universal Declaration of Human Rights 

was adopted. Article 19 affirms “the right to seek, receive 

and impart information and ideas through any media and 

regardless of any frontiers.” 7 Access to information can thus 

be seen as a natural progression emanating from those states 

that embrace freedom of expression and free presses.
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The constitutions of many former eastern European and 

Latin American countries provide explicit constitutional 

protection of the right to information. With the exception of 

Sweden, Norway, New Zealand, and Portugal, the constitu-

tions of most liberal democracies in the industrialized north 

do not, although the right to access has been inferred in a 

variety of court decisions. Similarly, the European Convention 

on Human Rights (1953) does not provide an explicit right to 

access to information, but it does contain other provisions 

through which access can be obtained. In McGinley and Egan 

v. the United Kingdom, the European Court of Human Rights 

ruled that under Article 8 (family and private life) members 

of the British forces who witnessed experimental atomic ex-

plosions had a right to information pertaining to the effects 

of those explosions on the health of those involved.8

Sweden and Finland passed the first modern Access to 

Information Acts in 1949 and 1951 respectively. The United 

States followed in 1966 with its own legislation. In most 

countries, the catalyst for the adoption of a FOI act is not dem-

ocratic enlightenment but political partisanship or scandal. 

In the case of the US, a Democrat-dominated Congress sought 

information about a Republican executive. Later, the act was 

strengthened because of the Watergate break-in, eventually 

leading to the resignation of President Nixon. Nonetheless, 

the 1960s was a decade wherein a variety of American civil 

society groups demanded rights (civil, women’s, and con-

sumer, to name just a few) and the importance of freedom 

of the press to democracy was recognized. In the early 1970s, 

Denmark, Norway, the Netherlands, and France adopted  

access to information legislation. Australia and New Zealand 

followed suit in 1982; Canada’s law came into effect in 1983.
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A second wave of countries passing access to informa-

tion acts occurred with the fall of communism; by the 1990s 

having such legislation was considered fundamental to 

democratic governance and became an international norm 

endorsed by various supranational bodies. Ukraine and Hun-

gary were the first countries from the former Soviet block to 

pass a FOI law in 1992; most of the central and eastern Euro-

pean countries now have access laws. The adoption of access 

to information regimes in newly emerging democracies that 

are trying to reconcile a past filled with human rights abuses 

poses difficult questions, given the files on citizens that were 

compiled by secret police and the fates that often befell citi-

zens as a result of those files. Security forces acquired much 

of the damning information from friends, neighbours, or 

relatives of the person profiled. Some fear that allowing open 

access to these files will cause major damage to friendships 

and to families. There are many different ways that countries 

have approached this issue, from completely open access 

to providing limited access for the purposes of preventing 

those involved in human rights abuses from serving in the 

current government. It is interesting to note that three of the 

four former eastern bloc countries that were included in the 

Open Society Justice Initiative’s fourteen-country study of 

access (Bulgaria, Romania, and Armenia) consistently rank 

as top performers in compliance, beating out such countries 

as France and Spain.9

Like the former Communist countries, many Latin Amer-

ican nations are grappling with human rights issues in 

connection with the gruesome fates of those who “dis-

appeared” during the era of military dictatorships in the 

mid-twentieth century. These unfortunates were tortured 
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and murdered by security forces, and their children were 

often handed over to military families for adoption, only 

to discover their true identities many years later, as adults. 

While Mexico was not a military dictatorship during this era, 

it has had similar issues of human rights abuses. It passed its 

access law in 2002, the same year President Fox ordered all 

files that detailed human rights abuses to be declassified.10

Mexico continues to grapple with serious human rights 

abuses, many in connection with the maquiladoras, manufac-

turing and export assembly plants that lie along its border 

with the United States. In the northern borderlands of Chi-

huahua, hundreds of the poor women and girls employed 

in these sweatshops have been raped and murdered, their 

bodies found mutilated; hundreds more have simply disap-

peared. The drug wars — armed conflicts among Mexican 

drug cartels, which supply illicit drugs to the United States 

— have also contributed to Mexico’s poor track record in the 

area of human rights. Law enforcement officials are criticized 

for being, at best, indifferent and inept and, at worst, corrupt 

and complicit in drug trafficking and other criminal activi-

ties. Those who attempt to determine who is perpetrating 

the crimes may find themselves becoming victims. Recently, 

representatives of the United Nations and the Organization 

of American States joined Mexico’s National Human Rights 

Commission in criticizing the government for failing to 

protect journalists against corrupt public officials and drug 

traffickers, especially along its northern border. Attacks, 

murders, and disappearances have earned Mexico the repu-

tation as one of the most dangerous places in the world for a 

reporter to work.11 Security issues are also a problem for law 

enforcement officials working to combat the drug cartels: in 
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December 2010 the last remaining police officer who served 

the border town of Guadalupe disappeared.12

In Mexico and elsewhere, the hope that access to infor-

mation laws would help in the fight against government 

corruption was a significant factor in their adoption. Belize, 

Trinidad and Tobago, Jamaica, Columbia, and Peru already 

have access legislation. The most recent South American 

country to pass FOI legislation is Chile; this followed a suc-

cessful 2006 court challenge by a Chilean environmental 

group claiming that the American Convention on Human 

Rights guarantees a right of access to information. The in-

ternational tribunal’s ruling sets a precedent for other courts 

that access to government-held information is a right.13

In Africa, South Africa, Zimbabwe, Angola, and Uganda  

now have access legislation. There is a difference, however, 

between having such a law and actually using it for its in-

tended purpose. For example, Zimbabwe claims to have 

modelled its Access to Information and Protection of Privacy Act 

(2002) after Canada’s, but its act has been cited as the source 

of increased power of the government over the press and the 

suppression of free speech. Ironically, as a consequence of 

Zimbabwe’s act, independent newspapers have been shut 

down and journalists have been jailed. Paraguay and Serbia’s 

laws also have been criticized for restricting free speech and 

the dissemination of information.14

An interesting contrast is the case of South Africa, whose 

act began as severely oppressive but has evolved into the 

world’s strongest and most progressive — at least on paper. 

Under the apartheid regime, the government controlled all 

public information and the channels through which that 

information flowed. Like Zimbabwe’s act, South Africa’s 
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Protection of Information Act of 1982 worked directly counter 

to the spirit of FOI legislation in that it gave the government 

the power to regulate information that it regarded as “sen-

sitive.” It enabled the government to shut down a number 

of newspaper outlets and to curtail the publication of any 

information that the government deemed inappropriate for 

mass consumption. As one critic commented:

The information made available for public consump-

tion was simply meant to brainwash the public and 

also entrench its political agenda of discrimination, 

segregation and separate development to create an 

uninformed, ill-informed and unenlightened society. 

The ultimate intention was simply to safeguard its 

unpopular and infamous regime.15

The mid-1990s saw a complete reversal in South Africa when 

the right to access records held by both private and public 

bodies was enshrined in Section 32(1) of the Constitution of the 

Republic of South Africa Act of 1996. Constitutional protection 

of the right to access information is unusual, and it signals 

the importance that South Africa places on FOI for building 

a democratic nation that embraces equality. The subsequent 

passage of the Promotion of Access to Information Act of 2000 

operationalized this right.

The following year, South Africa passed another law that 

linked FOI and human rights. This law was the result of four 

years of lobbying by the Open Democracy Campaign group, 

a coalition of human rights, legal rights, social justice, envi-

ronmental, church, and labour groups. The coalition argued 

that FOI is critical for ensuring corporate and government 
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accountability. Its website cites the observations of the 1998 

winner of the Nobel Prize for economics, Amartya Sen, who 

argues that “information is crucial to development and the 

prevention of disaster.” As Sen points out, democracies that 

guarantee freedom of the press have never suffered through 

famine: “A free press and the practice of democracy con-

tribute greatly to bringing out information that can have 

an enormous impact on policies for famine prevention. . . . 

A free press and an active political opposition constitute 

the best early warning system a country threatened by 

famine could ever have.” 16 While South Africa is moving 

in the right direction in its quest for administrative open-

ness, it should be noted that implementation of the law is 

quite another story: South Africa rated quite poorly in a 

fourteen-country survey on request compliance conducted 

by the Open Society Justice Initiative. While laws can be 

passed and even enshrined in constitutions, in order to 

change an organizational culture from one of secrecy to 

one of openness public officials must be adequately trained 

in implementing those laws.17

The uncovering of systemic corruption and government 

waste over a twenty-year period provided the impetus for 

the Japanese FOI law, which took effect in 2001. A dozen 

other Asian countries also have similar laws, including Hong 

Kong (1995), South Korea (1998), Pakistan (2002), India (2005), 

Taiwan (2005), and China (2008). For developing nations, 

part of the incentive for passing a FOI law is that countries 

wishing to receive money from supranational organizations 

like the World Bank or non-governmental organizations have 

to comply with the regulatory framework laid out for them. 

Access to information is part of this regulatory framework.
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The UK (2005), Switzerland (2006), and Germany (2006) 

were laggards among the world’s democracies in adopting FOI 

acts. The passing of access legislation garnered little atten-

tion from the German media, perhaps because access to the 

files held by the East German secret police had been opened 

to the public over a decade earlier. In contrast, the passing 

of the UK legislation was accompanied by much fanfare, as 

it was considered a major victory by its advocates. They ar-

gue that the legislation will provide a strong antidote to the 

“culture of secrecy” that they claim dominates UK public 

affairs. As in many other countries that adopted FOI legisla-

tion, the hope is that increased transparency will result in 

the restoration of public trust in government.

By 2006, over fifty states had access to information leg-

islation,18 and another dozen were working on it. But more 

than one hundred countries still do not have laws, including 

countries such as Brazil, Libya, Democratic Republic of Congo, 

Vietnam, North Korea, Venezuela, Cuba, and all of the Arab 

Middle East with the exception of Jordan. Russia, Argentina, 

Nigeria, and Kenya are working toward drafting legislation. 

Unfortunately, the 2001 attacks on the World Trade Center 

and the Pentagon had a dampening effect on the march 

toward greater transparency. Just as a spate of countries 

were embracing the concept of openness in government 

and implementing their own legislation, the United States 

was once again distinguishing itself as a leader. This time, 

however, it separated itself from the pack by withdrawing 

its commitment to both FOI and protection of privacy. Only 

six weeks after the terrorist attacks, the USA Patriot Act was 

passed, effectively trumping transparency and privacy pro-

tection values with measures aimed at enhancing security. 
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These actions caused a ripple effect throughout the world, 

with many other countries passing legislation that followed 

the lead of the USA Patriot Act. While the commitment to FOI 

appears to be waning, no country has actually repealed its 

legislation.

Though the context and details of access legislation varies 

among countries, the general outline remains fairly similar. 

Similarly, since World War II there has been a steady march 

worldwide toward passing access legislation. Legislation that 

promotes transparency, however, does not guarantee open-

ness. The next section describes the basic characteristics of 

a FOI regime and the challenges inherent in implementing 

“open-government” administrative practice.

Administrative Practice :  

Challenges to the Culture of Openness

Access regimes worldwide share similar assumptions and 

features. The basic premise is that governments do not “own” 

information; they are simply its custodians. The information 

ultimately belongs to citizens; FOI articulates citizens’ rights 

to it in the absence of compelling reasons not to grant ac-

cess. These rights are set out in laws and usually apply only 

to citizens or permanent residents of any particular coun-

try. Access regimes provide clear and reasonable timelines 

for providing this information. As such, the laws impose a 

duty of compliance on the part of public officials. There are 

exceptions that might prevent disclosure, but these must be 

clearly articulated in the law and it is up to the public body to 

justify the exemption. Typically, exemptions seek to protect 

public welfare or safety, commercial secrecy, or individual 
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privacy. In cases where there is an identifiable harm that will 

result from disclosure, the harm must outweigh the public 

interest. In case of a dispute, an independent arbiter will 

make the decision regarding whether information should 

be disclosed or not. In recent years, FOI has been extended 

in countries such as South Africa to cover private organiza-

tions that provide public services.19

In a federal system, each level of government has its own 

access legislation that applies to its various departments. In 

both federal and unitary systems,20 local government bodies 

are covered by the same acts that cover the government that 

delegates authority to these bodies. Access legislation varies, 

however, with respect to its application to regulatory boards, 

commissions, panels, agencies, and government-owned cor-

porations. Critics of exemptions to such legislation argue that 

access laws should apply to any organization that serves the 

public interest and is in large part funded by the government. 

There is, however, no definitive formula for defining what 

constitutes “the public interest” or at what level of funding 

a government should be assumed to be influencing organi-

zations to such a degree that they should be considered an 

extension of that government. While government-funded 

corporations can legitimately claim that business secrets 

must be protected from competitor scrutiny, critics com-

plain that the problem of releasing information that might 

play into the hands of the competition could be handled by 

specific as opposed to blanket exemptions.

Limiting access to information can also be crucial to the 

workings of government itself. There are good reasons for a veil 

of secrecy shrouding government caucuses and, in particular, 

decision making at the level of senior committees or the cabi-
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net. Secrecy can, for example, allow decision makers greater 

room to manoeuvre when negotiating deals. Restricting access 

to certain information can also aid consensus building. This is 

particularly important in parliamentary systems, which rely in 

large measure on party solidarity. Once a bill is before parlia-

ment, all the members of a party are expected to vote the same 

way on the bill. If a majority of party members vote against 

bills proposed by their own government, the government may 

face a vote of non-confidence and, should it lose such a vote, 

be forced to resign. This can encourage party leaders to keep 

potentially sensitive information to themselves and can have 

the net effect of inhibiting open debate in parliament among 

members of the same party. Instead, debates happen behind 

closed doors, and the face that is shown in parliament, and 

to the public, is one of solidarity. In contrast, in republican 

systems, such as that of the United States, party discipline is 

much weaker. Although, in any system, political parties are 

seldom eager to expose their divisions in public, congressional 

representatives are held more individually accountable for the 

ways in which they vote: they feel a greater pressure to vote 

according to the wishes of their constituents, as opposed to 

the wishes of their party. Prominent individuals and special 

interest groups can thus have considerable influence on how 

a representative votes. Members of Congress are, moreover, 

expected to defend their own positions in open debate; they 

cannot shield themselves behind the argument that they must 

support their party’s platform on an issue. The resulting lack 

of consensus can also make it more difficult to get a bill suc-

cessfully through Congress, but it also produces a degree of 

transparency in the legislative process that is not generally 

found in parliamentary systems.
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In the case of a dispute over a bureaucratic decision to 

withhold information, an independent third party passes 

judgment. This could be a court, a panel, the public ser-

vice ombudsman, or a commissioner, whose duties may be 

limited to issues of access or may include both access and 

privacy. Some FOI commissioners serve as arbiters who have 

the power to issue orders. Other commissioners act in the 

capacity of an administrative ombudsman: they investigate 

a complaint and then issue a recommendation to the head 

of the institution that is the subject of the complaint. While 

some might argue that a commissioner who can only advise 

the government to do something lacks clout, in reality the 

commissioner’s advice, like that of an ombudsman, carries 

significant moral weight, which can be quite forceful when 

combined with the power of the press to disseminate the 

details of the conflict. Moreover, the role of an advisor, as 

opposed to that of an arbiter whose decisions are binding, 

opens the door to a more co-operative relationship with 

public servants, who are more likely to work with a commis-

sioner to find a solution that will satisfy those who lodged 

the complaint. Either way, access commissioners’ powers 

of investigation are considerable: they typically cannot be 

denied access to a record, and interfering with an access 

investigation is considered a criminal offence.

But a regulatory regime does not guarantee that a culture 

of openness will replace a culture of secrecy. Passing new 

laws designed to ensure access to information and protec-

tion of privacy may do more harm than good if those who 

develop and implement new compliance policies and proce-

dures use them for nefarious purposes or, as is more often the 

case, do not have a sound understanding of the fundamental 
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objectives underlying access and privacy legislation. The end 

result can be the development of absurd access policies that 

reflect the defensive posture of the unsure, who instinctively 

default to the position of refusing a request for information. 

For example, some universities require the coordinators of 

academic programs to seek permission from the registrar in 

order to obtain access to lists of students that these admin-

istrators need to perform their jobs. Public trustees may be 

denied information by their counterparts in other provinces, 

information that would enable them to locate relatives of 

deceased people — despite the fact that few people would 

object to being contacted by a trustee if they are entitled to 

receive money from an estate. Public health authorities have 

refused to tell parents whether or not paramedics gave a child 

a tetanus shot while providing first aid at the scene of an ac-

cident. Not only do such overly rigid interpretations of access 

policy undermine administrative efficiency, but they can also 

have very unfortunate consequences for people who need 

access to information but cannot get it in a timely fashion.

Misguided interpretations of the law and its underlying 

principles are not, however, the only reason that requests 

for information are sometimes denied. Unfortunately, as the 

implementation of FOI laws becomes routinized, so too does 

the ability of officials to sidestep the laws and to justify their 

actions for doing so. One could even speculate that conscious 

efforts to suppress information have contributed to the mal-

aise currently affecting liberal democracies, in the form of 

declining trust in government and citizen disengagement.21 

Governments everywhere are straining under multiple bur-

dens: increasing loads of debt, the complexity of governance, 

and global forces that increasingly work to limit the power 
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of the individual state. Special interest groups, journalists, 

opposition politicians, and others have become adept at using 

FOI laws to access information that will help them further 

their own agendas. In response, government officials, seek-

ing to defend the status quo and safeguard their positions, 

may attempt to restrict access, although they might take 

exception to the idea that they are simply trying to “hide” 

information from citizens. From their perspective, they are 

protecting what they regard as the public good from those 

who seek information in order to pursue goals that, in official 

eyes, may not serve the interests of the majority. Ultimately, 

however, the default should be to bring the debate out into 

the open, where all parties have an opportunity to state and 

defend their positions.

As has been well documented by Alasdair Roberts, orga-

nizations have a great capacity to resist change and maintain 

the status quo, especially with respect to implementing 

access to information rules.22 This can be done through 

direct challenge or through passive resistance that effec-

tively diminishes the impact that FOI laws have in practice. 

Transparency requirements can affect record keeping in a 

number of ways. They can, for example, encourage people 

who control information and make decisions to be overly 

cautious with respect to what they commit to paper. There 

is no right to information that is not contained in a written 

record. Thus, one of the fundamental tenets of a functioning 

bureaucracy may be obviated: a paper trail that allows an 

observer to determine on what basis a decision was taken. As 

Roberts notes, this trend is evident within the Canadian pub-

lic service. Whereas in the past public servants wrote notes, 

now there is a tendency to keep written communication to a 
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minimum so as to reduce the material available that some-

one might legally request — material that could be “FOIPed.”

If it is known that information will be publicly available, 

there is a tendency to be more circumspect with respect to 

what is said and, in particular, to what is written down. An 

interviewer in a public sector hiring process will not likely 

commit to paper that a candidate’s mannerisms, miniskirt, 

and revealing neckline gave her the appearance of someone 

applying for a job at a strip club rather than as a policy ana-

lyst. Instead, a vague reference to “professionalism” might 

be made. Similarly, a professor writing a student’s letter of 

recommendation for a publicly funded scholarship is unlikely 

to note that the applicant has serious anger management is-

sues that might pose a danger to faculty and other students. 

Instead of a candid assessment, the professor is likely to pro-

vide subtle clues that something is amiss that will hamper 

academic success. Sparse and cryptic note taking is attrib-

utable not only to a conscious decision to minimize what 

FOIPed notes can reveal, it is also a result of the increased 

pace, volume of written records, and complexity of public 

management that has not been met with a commensurate 

increase in resources. There is danger that a gap will emerge 

between the formal decision-making process that is duly 

noted in a written record and the undocumented, informal 

decision-making process that arguably becomes more impor-

tant. This is not to say that there is never any type of record 

of this decision making; it might be contained in numerous 

email strings. What may be missing, however, is a summative 

record that explains how and why the decision was made.

Other administrative practices that diminish transpar-

ency are not followed consciously. This is particularly evident 
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with respect to inward transparency, specifically, the abil-

ity of the person outside an organization to navigate its 

administrative structure. Email has changed the nature of 

communications — it is now more informal than before. This 

can be seen in the change from the use of official memos 

done in triplicate with names, titles, and departments duly 

noted. Now a request to an organization is often answered 

by email or by a form letter that is not signed by the sender. 

If it is signed, it might contain a first name, but frequently 

senders do not bother to include their last name, their posi-

tion, or their contact information. A phone call to an office 

is handled by an automated answering system, and it can be 

very difficult to navigate to the appropriate place in order to 

talk to a “real” person. This is particularly frustrating for a 

requestor of information who may be told that the depart-

ment they have contacted does not have the information in 

question but is not then directed to the appropriate place. 

The net effect of these administrative practices is to decrease 

transparency and obscure the lines of accountability.

Perhaps the biggest indirect challenge to transparency 

is attributable to a lack of resources. Legislatures may pass 

laws, but not much is likely to change unless a consider-

able sum of money is dedicated to the implementation of 

the new laws. Public administrators need to be trained not 

only in the basic principles of FOI but also in the processes 

and procedures for dealing with access requests. Without 

this training, administrators will default to the “keep it a 

secret” position. In its fourteen-country study, the Open 

Society Justice Institute found that even in countries with 

FOI laws, 38 percent of requests were simply ignored. Of 

the requests that were denied in writing, 60 percent were 
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refused for reasons that were not recognized in law. The 

study also offers numerous examples of arbitrary practices 

that thwart efforts to access information, such as security 

guards denying someone entry into the building where an 

access request must be filed or public officials refusing to take 

a request from a person simply because, in their estimation, 

the person does not need access to the information.23 Clearly, 

even the most well-designed regimes will fail if inadequate 

resources are put into the professional development of those 

who are expected to implement the new rules.

Other challenges to transparency are more direct, such 

as destroying or falsifying records. These events typically 

come to light as high-profile scandals such as the tainted 

blood affair in Canada in the 1980s or the Somalia affair of 

the 1990s. In both cases records of discussions among pub-

lic officials regarding how to manage the serious problems 

that had come to their attention were destroyed shortly after 

the investigating commission requested them. In response, 

Canadian FOI legislation was modified to make it an offence 

to obstruct the release of information by hiding, changing, 

or destroying a record.

Some direct challenges to FOI entail regulatory or leg-

islative change. As such, they are visible and can attract 

considerable public attention. A typical change in parlia-

mentary democracies has been restricting access to records 

of cabinet and other bodies that deliberate policy decisions. 

Another effective measure that decreases access is increasing 

fees for information requests and appeals against decisions 

to deny access. Roberts has written about how successful 

these tactics were in decreasing access to information in 

two Canadian provinces.24 He also notes that, in Ireland, 
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increasing the rate charged for making access requests and 

appealing decisions to the information commissioner had 

the effect of halving the number or requests.25 As noted 

earlier, in the wake of the 2001 terrorist attacks, the United 

States increased restrictions on access to information. Other 

countries, including Canada, followed suit. Executives in 

both countries also issued directives to their public services 

that encouraged officials to adopt a narrow interpretation of 

FOI legislation. Both initiatives resulted in court challenges.

The centralization of the processing of requests that are 

deemed by ministers to be of a sensitive and potentially 

politically damaging nature is yet another challenge that in-

hibits true transparency. For example, a request for a record 

that contains information that is likely to create controversy 

will be flagged and dealt with by officials higher up in the 

bureaucratic chain. Testimony at Canada’s Gomery Com-

mission hearings revealed that ministerial staff from all 

governments and Department of Communications officials 

routinely met to discuss media strategies in order to have an 

appropriate one in place before the release of information. 

This does not mean that the information was not released 

— just that certain information, or information requested by 

particular people, was delayed.26 Similar problems were noted 

in Alberta; the overt political interference with a 2004 Alberta 

access to information request by a reporter who wanted to 

see flight logs resulted in the RCMP becoming involved. At 

issue was how the premier and other Conservative Party 

MLAs were using taxpayer-funded airplanes. Departments 

have thirty days to comply with FOI requests in Alberta; as 

in other jurisdictions, they may take a lot of time to process 

requests because they simply lack the resources to make a 
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timely response. But journalists or opposition politicians 

who request information as part of a policy debate need 

the information in a timely fashion. A delay could render 

the information irrelevant if the “moment” to contribute to 

shaping a policy has passed. In this case the information was 

requested in June; the government provided the information 

three days after the November 22 election.27

The idea of taking a proactive stance against the release 

of sensitive political information was taken one step further 

by the Irish. Some departments released the information 

requested by one journalist to other journalists known to be 

sympathetic to government. Certain departments actually 

posted details (including names) of requests and requestors 

on a website. Cited as an advance in transparency practices 

by the proponents of these changes, these actions were 

decried by detractors as a method of discouraging journal-

ists from asking for information, as the “surprise” element 

with respect to the information requested was destroyed.28 

Similarly, an overly enthusiastic response to a FOI request 

has the same effect; releasing vast quantities of information 

can be used to delay critics who must wade through a pile of 

insignificant information to find what they are looking for.

A final but critical factor in decreasing transparency is 

the restructuring and outsourcing of government service 

provision. While restructuring the administrative state, 

outsourcing and privatization are lauded as ways to increase 

operating efficiencies and to save money, these reforms are 

in fact rooted in neoliberal ideology, which favours reduc-

ing the size of the state by moving many of its activities to 

the private sector. This is a problem for transparency and 

for accountability more generally. As a result of the move 
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in the 1980s to “smaller government” and governments 

that would “steer” the ship of state as opposed to providing 

the rowing to get there, many services that had previously 

been delivered by a particular government department were 

contracted out to service providers outside of government or 

privatized outright.29 In their quest to “work smarter” and be 

“leaner,” many governments restructured their public service 

departments and strove to eliminate task duplication. As a 

result, some services now are delivered across multiple de-

partments, with each department responsible for a particular 

task. This has resulted in tremendous administrative confu-

sion with respect to where the lines of accountability run. 

It is often not clear who is responsible for what, both from 

the vantage point of the citizen and from the perspective of  

a public servant. If a requestor is not sure who is actually 

accountable for a government service, that person will have 

a difficult time directing an access to information request to 

the appropriate department.

The use of Internet technologies was lauded as a cost-

saving device in keeping with the “leaner” government 

philosophy; individuals could access information online 

and communicate instantly (and cheaply) without having to 

go through an intermediary. But this, along with the desire 

to cut costs, often resulted in the removal of the support 

personnel that kept the records in order.30 The volume of 

electronic information is huge and thus, one assumes, would 

assure a good paper trail. But the ability of people to retrieve 

the information on demand in many cases has been greatly 

reduced. As was pointed out earlier, having the information 

does not guarantee that you can find it when you need it.

The difficulties with privatization and contracting out for 
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maintaining administrative accountability are even more 

complex and have been documented elsewhere. To summa-

rize briefly, once a service passes into the private sector for 

provision, the rules and norms that govern administration 

in the public sector no longer apply. As Mulgan observes:

Because contracting out confines the duty of contrac-

tors to the performance of the terms of contracts and 

confines the right of supervising principals to enforc-

ing the terms of contacts, it rules out the possibility 

of day-to-day supervision and intervention which is 

part of the normal practice within bureaucracies and 

indeed within any organisation of employees serving 

a common employer.31

Moreover, ombudsmen working in the public sector typically 

do not have the jurisdiction over the private sector that they 

would need in order to investigate maladministration.32 With 

respect to information access, contractors fear that provid-

ing detailed information regarding their operations and 

contracts will undermine their competitive position. While 

one part of the argument for outsourcing involves avoiding 

the costly “red tape” that characterizes bureaucracy, the “red 

tape” itself comprises part of what makes a bureaucracy an 

indispensable organizational form. That is, a bureaucracy 

is critical for governments wishing to provide services that 

are not based on the ability to pay but rather on notions of 

equity tied to citizenship. Access to information may be part 

of the bureaucratic baggage that is openly disparaged as a 

characteristic of the public service, but it also indispensable 

in ensuring that citizens are treated fairly and equitably.

Controlling_Knowledge_Interior.indd   91 11-08-02   11:08 PM



CON TROLLING K NOW LEDGE

92 

Lest the preceding give the impression that resistance 

to transparency is always a bad thing, it should be pointed 

out that there are a number of reasons why transparency 

might not always be the best mode of operation. From an 

organizational perspective, transparency will illuminate 

best practices and will encourage “good behaviour.” But the 

problem with transparency is that it might potentially open 

the floodgates of unsorted information. If released informa-

tion is not assessed and packaged as part of a manageable 

framework, it could result in information being taken out of 

context and providing an incomplete and thus inaccurate 

version of any particular situation. To counter this, public 

servants may resort to deception in order that a particular 

“truth” is not used in a way that creates confusion or in a 

way that distorts situations.

Moreover, there are compelling reasons for policy makers 

to retain a degree of privacy when contemplating decisions. 

As was noted earlier, privacy allows for dissenters to dissent 

without fear of having the differing opinions spun as a sign 

that junior ministers or policy makers have lost confidence in 

or respect for their superiors. With respect to decisions that 

require negotiations, a public body may be able to defend an 

outcome in the end that has clear benefits, but it may not so 

easily be able to defend sacrificing particular interests dur-

ing the negotiating process in order to achieve those ends. 

There is also the danger that complex policy may be reduced 

to simplistic treatments by either special interest groups or 

by the media. Complex problems require sustained analysis 

by those with specialized expertise; this by definition would 

take decision making out of the hands of most members of 

the general public. Another central tenet of bureaucracy 
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is the guarantee of anonymity. The politician makes the 

decision and is responsible to the public for that decision. 

Each public servant involved in the implementation of the 

decision is responsible to his immediate superior for his 

performance; at the top of the pyramid the senior bureau-

crat remains shielded from the public, as she is accountable 

to the minister. This system is critical to ensure that the 

public servant performs a specialized function within the 

bureaucracy on the basis of his expertise, as opposed to his 

political acumen or partisanship.

This leads us back to the beginning: transparency must 

be balanced against privacy. Though the public may wish 

to know all sorts of things, it may be for the wrong reasons. 

Publishing salaries of public servants may be useful in as-

sessing how well public tax dollars are being used, but it may 

also discourage competent people from applying for public 

sector jobs. Will the average person make serious assess-

ments on salary versus the relative “worth” of a particular 

position, or is he just curious as to what his neighbour the 

public servant makes? Thus, in all access to information 

regimes, the public interest must be weighed against what 

the public is interested in, and this determination must 

be made according to clearly articulated rules and within 

established timelines. Finally, how the public interest is 

defined is dependent on the values of the particular society 

in question.

Information Access, Equity, and Fairness

Like protection of privacy, FOI is a complex concept — one 

that can be difficult to explain to a neophyte and complex to 
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operationalize. Access to information is fundamentally about 

transparency — and transparency is a necessary condition for 

accountability. Yet the point at which transparency becomes 

an infringement on the ability of individuals or a group of 

individuals to pursue their self-interest without undo inter-

ference from others is not clear. Trade-offs have to be made, 

and the tolerance for negative consequences will depend on 

the value the society puts on those things being traded. This 

point is particularly relevant for those who work within the 

administrative structures of large organizations. Develop-

ing access to information policies without understanding 

basic principles will result in cumbersome procedures that 

will more often than not diminish both accountability and 

administrative efficiency. But clearly the assessments of the 

pros and cons of any particular course of action can only be 

made if the concepts are unpacked, the consequences are 

clear, and a value weighting is made.

While FOI legislation is applicable to the public sector, 

much of what has been said about the importance of trans-

parency also holds true for the private and non-profit sectors. 

The fundamental difference between them is that the private 

sector seeks to maximize profit for its shareholders while 

the public sector seeks to maximize the public good for its 

citizens. The non-profit sector sits somewhere between the 

private and public in that it also focuses on maximizing a 

public good, but that good is generally targeted at a subset 

of the public. The concern for accountability and ethical 

practices runs through all sectors, however, and ultimately 

stakeholders in any of them can hold decision makers re-

sponsible for their actions. Again, the linkage between access 

and privacy is evident, as privacy legislation that covers the 
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private sector ensures that individuals have access to per-

sonal information held by corporations. While non-profits 

are unevenly covered under privacy legislation, in some ju-

risdictions they fall under private sector legislation if they 

engage in commercial activity.

Access to information regimes are based on a number of 

fundamental principles: individuals have the right to know 

what is known about them; the rules for what can be accessed 

and what cannot are clearly laid out; organizations have a duty 

to comply within a reasonable time frame; and a third party 

has the responsibility to act as an arbiter in case of dispute. 

While these rules do not guarantee a culture of openness, they 

at least signal the commitment of an organization to the basic 

principles of accountability. Of equal importance to a culture 

of openness is adequate training for those who will be imple-

menting the rules, as lack of compliance can often be traced 

to inadequate understanding of proper procedure as opposed 

to outright refusal to fulfill a given request. Accountability 

is a prerequisite for good governance, but there are no easy 

answers for how it should be attained and how much should 

be expected. What is clear, however, is that the electronic age 

is ushering in a whole new set of issues that must be grappled 

with in order to ensure that structures of government align 

with some basic democratic principles. Specifically, how we 

handle information has much to say about how we approach 

notions of personal autonomy, equity, and fairness. How these 

combine to produce good governance should be of central 

concern to anyone who values democratic institutions. The 

next three chapters demonstrate the complexity of balanc-

ing access to information with the protection of privacy by 

analyzing “real life” applications of the two concepts.
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Ch_4
Sharing Medical Information: 
Antidote or Bitter Pill?

The Special Case of Health Information

The preceding chapters on access and privacy illustrate the 

complexity inherent in balancing competing societal inter-

ests. Transparency in organizations is clearly desirable from 

an accountability perspective. In government, it ensures the 

rule of law — that is, that legal principles and regulations 

are understood and followed. While specific laws could ar-

guably favour a particular group, at the very least the rules 

are visible and can therefore be debated. In all sectors, orga-

nizational transparency thwarts corruption. The ability to 

get information not only facilitates good governance, but it 

is also increasingly important from a market perspective: it 

allows companies to target selected consumers with adver-

tisements for goods and services. At the same time, privacy 

is an important societal value. Privacy allows a measure of 

“self-autonomy” — the ability to control what is known about 

oneself. A related concept, confidentiality, is also important. 
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In the corporate world, “company secrets” — the ability to 

keep certain information under wraps — allow businesses 

to compete in the marketplace. Similarly, in government, 

secrecy is sometimes necessary to national security.

What becomes obvious is the complexity of the appli-

cation of access and privacy concepts to the management 

of information and, more generally, to the management of 

societal interests that balance the rights of the group vis-

à-vis the individual. This chapter is the first of three case 

studies that looks at what happens when the “rubber hits 

the road” with respect to the application of theory to real-life 

situations. This first case study discusses the management 

of health information. The health care sector is one where 

the benefits of sharing information are readily apparent, 

but it is also one in which the information is considered to 

be very sensitive. Two critical facets of medical information 

management will be examined. The first is the management 

of health information through the creation of an electronic 

health record (EHR); this brings the question of the optimal 

balance between access to information and protection of 

privacy into stark relief. The benefits to health care providers 

and their patients of having instant access to information 

are obvious, as are the risks to privacy that are embedded in 

systems that store personal information in electronic data-

bases. A second facet of medical information management is 

the use of data derived from large populations for use by the 

medical research community to promote health. Using health 

information for this purpose is secondary to the purpose for 

which it was collected. As such, careful consideration needs 

to be given to the balance between the benefits that society 

will derive from using this information for the purpose of 
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health research and the possible harm that might be done 

to an individual whose health information is shared. What 

EHR and health research have in common is that both must 

concern themselves with confidentiality and the informed 

consent of those whose information is being shared.

The management of medical information more generally, 

however, is an excellent example of the challenges associated 

with balancing the interest of individuals in controlling their 

personal information with the benefits that may accrue to 

society when this information is shared. In cases where medi-

cal information is used (often by private sector companies) to 

prevent insurance fraud or to curb substance abuse, transpar-

ency and accountability are only loosely related to broader 

social benefits. Increased access to medical information by 

those who provide medical services and do research, however, 

promotes the larger common good by creating efficiencies 

in health care delivery and in advancing our understanding 

of diseases and other health issues. While innovations like 

the EHR provide the paper trail so critical to organizational 

accountability, the primary goal of the EHR and medical  

research is to improve the treatment of medical conditions.

Electronic Health Records

The EHR is most easily understood as the systematic collec-

tion and digitization of a patient’s health information so that 

anyone who treats that patient in a variety of health settings 

has electronic access to the patient’s medical information. 

This includes such things as immunization status, laboratory 

tests, radiology images, and billing information. There are 

major benefits to information sharing in the medical field. 
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The collection, retention, and sharing of medical information 

can facilitate the diagnosis and treatment of an illness, it can 

save the health care system money by eliminating duplicate 

tests, and it can prevent instances of fraud such as patients 

seeking multiple prescriptions for narcotics. For example, a 

college student who visits a campus medical clinic with a 

sore throat and feeling sick with the flu might be tested for 

strep throat by a physician who also orders blood tests from 

another facility. The student is feeling tired, so she goes home 

to bed, forgoing the blood test. Two days later, her condition 

has deteriorated and she is taken to the emergency room 

of a nearby hospital. The attending physician calls up her 

medical file on a computer, sees that the strep throat test is 

negative, has the blood work done, and gives her painkill-

ers for her sore throat. Having her medical information on 

hand provides the physician with her history, including test 

results with the click of a mouse. This is particularly useful 

if the patient is too sick to communicate this information ef-

fectively. Easily accessible medical information prevents the 

duplication of the strep throat test and the quick diagnosis of 

mononucleosis from an analysis of the results of the blood 

test. In addition, entering the information pertaining to the 

painkiller the student was prescribed prevents her from leav-

ing that hospital and visiting another medical facility to get a 

duplicate prescription for the narcotic. Proponents of the type 

of EHR that facilitated information sharing in this example 

promote it as a tool that will enhance patient safety as well 

as increase the efficiency and effectiveness of treatment.

Health information, however, is a very sensitive form of 

personal information. It can include such items as a patient’s 

mental health diagnosis; a laboratory test result indicating 
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that a person is a carrier of a sexually transmitted disease; 

payment information related to a cosmetic medical proce-

dure; or a prescription for pharmaceuticals taken by women 

in relation to their reproductive health. Genetic informa-

tion is a particularly sensitive form of health information. 

It raises unique concerns about privacy and health infor

mation because:

	  	 test results may reveal sensitive health information 

about other family members,

	  	 validation of test results may require information about 

other family members,

	  	 a small amount of material may reveal a large amount 

of information,

	  	 genetic information may be used by insurance 

companies and employers with possible negative  

consequences for individuals,

	  	 genetic information may reveal “family secrets” 

such as paternity issues and adoption, and

	  	 genetic testing must respect the right “not to know.”

But even routine health information that is collected or 

created in the health care sector every day is private and 

personal. As such, the management of health information 

is of particular interest to privacy advocates.

As in other areas, privacy rights need to be balanced with 

other valid objectives. As the authors of a report on health 

data systems point out, “privacy is not and cannot be an  

absolute in a democratic society.” They argue that the public 

Controlling_Knowledge_Interior.indd   101 11-08-02   11:08 PM



CON TROLLING K NOW LEDGE

102 

disclosure of certain personal information will always be 

necessary for the “protection of individuals and society” and 

that competing interests must be balanced. “That the claims 

to privacy and choice in personal disclosures are especially 

high and important in the health care field does not mean 

that they can, or should, always prevail over all competing 

interests.” 1 For example, consider a university student living 

in residence who is very depressed and is seeing a school 

counsellor. University officials, such as the counsellor or a 

residence official, who have reason to believe that the student 

is at risk of suicide are allowed by legislation to contact the 

student’s family members to alert them to their concerns, 

regardless of the student’s desire for privacy.

Another competing interest with regard to privacy of 

medical information is public safety. The question of balance 

between the public’s right to know and the privacy of the 

patient is particularly vexing in this instance. When does 

“safety” shade over into “convenience” for law enforcement 

officials who are investigating a crime? Clearly, emergency 

hospital staff reporting to police the injuries of a child whom 

they suspect has been abused by a parent relates to the safety 

of that child. Similarly, a psychiatrist reporting a mentally ill 

client’s desire to return to the high school he was suspended 

from for the purpose of killing staff and students comprises 

an instance where safety is a vital interest. But what about 

the police requesting blood samples from the drivers of the 

vehicles involved in a car accident to determine if either was 

driving under the influence of alcohol? Should these records 

be provided to an insurance company to assist in its inves-

tigations and determination of liability?

These are just some of the issues that are raised by the 
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digitization and centralization of medical records that provide 

medical practitioners with easy access to the information es-

sential for their work. But the EHR also contains information 

that other professionals argue they need for the same reason. 

Everyone having access to the same information will facilitate 

the most efficient and effective patient treatment. The trick, of 

course, is delineating how the claim for the information bal-

ances against the need for patient-practitioner confidentiality.

Privacy and Confidentiality

The particularly sensitive nature of health information has 

resulted in the development of policies, codes of practice, 

laws, and regulations to address privacy and, in particular, 

the confidentiality and security of such information. The 

policy rationale behind laws protecting health information is 

based on its personal nature, the negative consequences that 

could arise from inappropriate access to it, and the stigma 

associated with certain health conditions. In addition, the 

effectiveness of the patient–health care provider relationship 

depends in large part on the patient’s expectations around 

the privacy, confidentiality, and security of the information 

that the patient shares with his health care provider. The 

Supreme Court of Canada describes personal health infor-

mation as “information that goes to the personal integrity 

and autonomy of the patient,” as well as information that is 

almost always communicated in a context that gives rise to 

the highest expectation of confidentiality.2 Personal health 

information is imbued with a sense of both a right to privacy 

and an expectation of confidentiality.

It is clear that society values the fostering, maintenance, 
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and preservation of confidentiality with respect to personal 

health information. The Hippocratic Oath requires physi-

cians to swear that “whatsoever I shall see or hear in the 

course of my profession . . . if it be what should not be pub-

lished abroad, I will never divulge.” 3 The basic assumption 

that information provided to a doctor will not be disclosed 

to others unless express consent is given is the foundation 

upon which a trusting relationship is built. If that trust is 

not there, a patient may decide not to seek health care, or 

may withhold important information that is critical to the 

diagnosis and treatment of a medical condition. The basic 

tenets of the Hippocratic Oath are echoed in a variety of 

professional standards and laws, such as the Code of Ethics 

of the Canadian and American Medical Associations, the 

Ethical Principles of Psychologists of the American Psycho-

logical Association, and within subnational bodies like the 

College of Physicians and Surgeons of Ontario.

The importance of medical information is reflected in 

the wide range of laws that cover health information ac-

cess and privacy. Health care workers are required to report 

to the government agency in charge of motor vehicles any 

medical conditions that might affect the safe operation of a 

vehicle by someone applying for a licence; child care provid-

ers and teachers are required to report suspected neglect or 

abuse to social services; and occupational health and safety 

legislation protects the privacy of injured workers whose 

employers would like to see their medical files. In addition, 

many jurisdictions have laws regulating particular health 

professionals that include provisions for handling health 

information. In Canada, the provinces of Alberta, Saskatch-

ewan, Manitoba, Ontario, and Newfoundland have passed 
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access to information and protection of privacy legislation 

specific to health information. Efforts to codify best practices 

into law reflect the sensitivity of this information and the 

fact that it touches virtually every aspect of an individual’s 

life. But these also reflect technological advances wherein 

increasingly personal information can be gleaned from an 

individual’s medical records that can be disseminated quickly 

and easily.

The disclosure of medical records has been a particularly 

contentious issue in sexual assault cases. If the complainant 

had been seeing a therapist, lawyers for the defence often 

have an interest in gaining access to psychiatric records, in 

hopes of discrediting the complainant’s credibility on the 

grounds of mental instability or a history of sexual pro-

miscuity. In a leading Supreme Court of Canada case, R. v. 

O’Connor (1995), the court ruled that such records could be 

disclosed to a judge if the applicant could make a convincing 

argument, without actually seeing the documents, that these 

records were relevant to the case. The judge would then de-

cide whether the complainant’s right to privacy outweighed 

the importance of the records to the defence. This decision 

struck down the so-called “rape shield” law, which denied 

the admissibility of any records that related to the sexual 

activity of the complainant as evidence. In 1999, however, 

the courts upheld revisions to the Criminal Code that limited 

the circumstances under which a complainant’s personal 

counselling records could be disclosed.4 Similar debates have 

occurred in the United States. The issue here concerns where 

the line should be drawn between the complainant’s right 

to privacy and the defendant’s right to access information 

that might be relevant to the case.
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An interesting twist on the right of individuals to expect 

that their medical records will be kept confidential is a simi-

lar right of access to their own medical records. Privacy laws 

contain provisions that give individuals the right to look 

at the information about them that an organization holds. 

They are allowed to correct obvious errors, or in the case of 

a dispute as to the veracity of the record, they can insert a 

disputing note. But in some cases, providing an individual ac-

cess to certain information might be damaging. For example, 

should a psychologically unstable individual be given access 

to records that might set off a psychotic episode? Should an 

individual be told that the person he thinks is his father does 

not share his DNA?

In previous chapters, it was noted that notions of privacy 

are both culturally specific and epoch-sensitive. This is es-

pecially true with respect to certain medical conditions, 

particularly those related to sexual activity, such as contra-

ception, abortion, or giving birth to a child out of wedlock. 

The use of contraception and abortion are not only deeply 

personal issues, they are illegal in many countries around 

the world and tightly controlled in others. Both were illegal in 

North America until the 1960s. Though not a “medical issue” 

as such, adoption is a consequence of a woman’s decisions 

regarding her reproductive health and is part of her medical 

history. It is also a good example of how shifting cultural 

norms affect the confidentiality of certain medical records.

In years gone by, a woman in North America who bore 

a child out of wedlock brought great shame to her family. 

Often she was sent away to give birth to her baby at an un-

disclosed location in great secrecy. As such, the idea that 

eighteen years later the adopted child might find her and 
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expose this family secret was terrifying. Similarly, adoptive 

parents sometimes refrained from telling the adopted child 

that they were not his birth parents in an effort to spare the 

child the humiliation of knowing that he was a “bastard.” 

While certain non-identifying information might be made 

available (such as that the father was a diabetic), laws from 

that era ensured that adoption records were sealed in order 

to respect the privacy of the various parties.

As the stigma attached to adoption decreased in North 

America, so too did the necessity for secrecy, and access to 

records opened up. Given that both parents and adopted 

children might still prefer anonymity, legislation was passed 

in various jurisdictions that allowed information to be re-

leased and/or contact to be made with the consent of both 

parties. Passive registries were set up, wherein interested 

parties can be connected if both join the registry and in-

dicate they would like to make contact with their parents/

child. A disclosure veto allows a name to be released to the 

parent/child if the other party indicates that he wishes to 

have his name released. Similarly, a contact veto allows a 

name to be released without consent, but prohibits contact. 

These measures reflect the generalized change in attitudes 

toward adoption in North America and the changing norms 

in handling the medical records associated with it. In other 

countries attitudes differ dramatically, and so too will the 

handling of these types of records.

The adoption issue puts into stark relief the conflict be-

tween the rights of the individual to privacy and the rights of 

the parent or child to information. The latter is particularly 

important to children, whose interest in making contact 

might be motivated more by questions about genetic or 
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medical histories than a desire to know who their parents 

are. The issue of adoption records highlights the competing 

interests with respect to the access to or protection of medi-

cal information and also illustrates how attitudes toward the 

balance between access and privacy vary by epoch and by 

culture. Attitudes toward out-of-wedlock pregnancy within 

minority groups in North America may also differ dramati-

cally; however, those groups must conform to legislation 

that reflects the majority’s will.

At the international level, influential organizations such 

as the World Medical Association, the World Health Organi-

zation, and the Council of Europe have produced documents 

that highlight the importance of confidentiality of patient 

information.5 These documents also recognize that patients 

have a corresponding right of access to their health infor-

mation. Similarly, regarding the United States, Westin and 

van Gelder conclude:

Now is the time for those involved in current health 

IT developments to develop a specific mechanism for 

balancing interests in a new electronic health data 

network. Achieving balances that a majority of the 

American public, as well as the health care community, 

can embrace as the best possible (though never perfect) 

system will be vital to the future development and 

operation of any future national electronic network.6

While this statement articulates the lofty objectives of  

using information communication technologies to facilitate 

the sharing of information to improve health care, the same 

types of concerns have been raised in the health community 
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with respect to the health profiling of particular groups. 

Data matching provides an abundance of information about 

a patient that could lead to particular assumptions being 

made that could affect a diagnosis or the prescribing of 

a drug. Thus it might be assumed that an Irish Catholic 

is an alcoholic; a gay man engages in casual unprotected 

sex; an Aboriginal person has a poor diet; a Chinese per-

son uses opium; or an elderly married woman is unlikely 

to be HIV-positive. This phenomenon is similar to that of 

racial profiling, which is discussed in more depth in the 

next chapter.7 The possibility that extraneous information 

could inadvertently prejudice diagnosis must be considered 

in any discussion of the development of systems to manage 

health information.

There have been numerous complaints to privacy protec-

tion oversight bodies concerning employers collecting more 

medical data than they needed for a particular purpose (e.g., 

a doctor’s note saying that a person had a medical condition 

that prevented him from working for five days is sufficient; 

a diagnosis of the medical condition is not required). Some 

employers have instituted drug testing for employees; these 

tests provide employers with medical information that indi-

cates the presence of particular substances in blood or urine. 

The Canadian Human Rights Commission has ruled that this 

is acceptable if the employer can demonstrate that there is 

a bona fide occupational requirement.8 That is, it is accept-

able if the employer can demonstrate that the worker is in a 

safety-sensitive position, or if there are reasonable grounds 

to suspect the existence of an underlying problem that is 

impairing an employee’s ability to meet the requirements of 

the job or is the cause of an accident, or if an employee has 
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disclosed a current or previous drug or alcohol dependency 

issue. These criteria were applied to a complaint brought 

before a privacy ombudsman involving a school division 

that wished to compel student athletes to undergo random 

drug testing as a condition of participation. In this case, the 

ombudsman ruled that students had the same rights to pri-

vacy as adults. As the school could not demonstrate that any 

of these criteria applied, the policy was abandoned.9 In this 

case the privacy rights of the students (as with the workers) 

were deemed to be more important than the risk to society 

if drug or alcohol use went undetected.

Another important area of concern with respect to medi-

cal information is genetic discrimination, which occurs when 

a person or group of people is disadvantaged by virtue of  

genetic makeup. A life insurance company might use genetic 

information to determine an applicant’s likelihood of dying 

prematurely because of an inherited predisposition to an 

illness. Employers might use genetic profiling to determine 

a candidate’s suitability for a particular kind of work. What 

is at issue here is that these determinations are based on 

evidence that is often contestable and sometimes purely 

speculative. In 2001, the U.S. Equal Employment Opportu-

nity Commission sued the Burlington Santa Fe Railroad on 

behalf of railroad employees for administering blood tests 

that were used in an attempt to determine the employees’ 

genetic susceptibility to carpal tunnel syndrome. These tests 

were illegal and their purpose was hidden from employees. 

In a blatant attempt to avoid compensating those who suf-

fered from this syndrome, the tests were undertaken in the 

hope that a genetic predisposition to the disability would 

be determined, as opposed to addressing the repetitive and 
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stressful conditions that the railway’s critics claimed was the 

real cause of the disability. As one critic of genetic profiling 

observes: “These aspects of genetic surveillance, privacy, and 

discrimination are certain to persist as insurance companies 

and employers continue to press for legal access to genetic 

information.” 10 The predictive aspects of genetic information 

have clear benefits, but they have the potential to create new 

forms of discrimination as well.

Although medical information is a particularly sensitive 

form of personal information, most individuals are prepared 

to share it with the appropriate health care personnel. It is 

shared with the expectation that it be kept in confidence. 

It is when an individual’s medical information is shared 

for purposes other than medical treatment that sharing 

becomes contentious. 

Secondary Uses of Medical Information

The use of information by an organization for a purpose other 

than that for which it was collected is referred to as “second-

ary use.” Typically, it is not practical for secondary users to 

collect information themselves; they rely on primary health 

care providers to collect and share this information. Often 

the person whose information is being shared is unaware 

that there is a secondary use of her data. Access and privacy 

legislation specific to the health care sector was developed in 

part because of the multitudes of legitimate secondary uses 

of health information. By law, in instances where consent 

is required, it must be “informed” consent. Those who are 

asked to provide data for a particular purpose must have a 

clear understanding of why the data are needed and also 
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what the implications are of giving their consent. Clearly, if 

express consent to share is not deemed to be required, the 

conditions in which that sharing can happen must be limited 

and clearly delineated.

The secondary use of medical information is a major 

issue for the health care community and for privacy advo-

cates. A variety of people may have an interest in health 

information, even though they did not collect it. For some, 

this information relates to their core activities — as in the 

case of health insurers and medical researchers. Others, 

such as an employer or a school, might also require medi-

cal information. An employer might need to accommodate 

absences from work owing to illness or make allowances 

for a worker’s inability to perform certain tasks because of 

a medical condition. Similarly, a student might have a medi-

cal condition that impedes his or her ability to learn or to 

participate in physical education classes, or that requires 

absences from school, or that might necessitate emergency 

care. This information can be collected directly from the 

worker or the student, but, in certain circumstances, employ-

ers and schools have the ability to obtain it directly from the 

health care provider without consent. As always, the right 

to privacy must be weighed against the importance of this 

information to others.

Health Research: Consent and the Public Interest

One of the most important secondary uses of medical infor-

mation is research. Health-related research takes a variety 

of different forms, including the impact on health of such 

diverse things as the environment, lifestyle choices, heredi- 

tary factors, education, and consumption patterns. 
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Governments typically promote health research; great sav-

ings can be realized in terms of reduced pressures on health 

care and social service systems, as well as reduced economic 

losses due to illness-based absences from work. Research 

gives public sector bodies insights as to where money is best 

spent within the health care, education, and labour systems 

in order to effect the largest benefit in improving the health 

of a particular population. Governments can provide support 

by funding research, but they can also support research by 

providing access to information for the purposes of con-

ducting research.

Given the societal benefits that can be realized by research 

based on large populations, it is generally accepted that the 

consent typically required for the secondary use of personal 

information can be overridden by the public interest. Obtain-

ing the consent of each individual contained in a particular 

database would be extremely burdensome for the researcher, 

or impossible if the person has died or has moved. Moreover, 

using only data from those who give consent will skew the 

study because all of the participants are self-selected. Re-

searchers hasten to point out that the insights derived from 

the research not only benefit society, but will also benefit 

individuals either directly in terms of their own health or 

indirectly as members of a society that will use funds more 

efficiently. While this section focuses on health research, 

similar arguments are made in other disciplines.

Large quantities of information about a particular person 

can be gleaned by combining various data sets collected by 

various professionals — the school nurse, the chiropractor, 

the ambulance attendant, or the physician, for example. 

This information can be very useful in research that strives 
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to identify causes of medical conditions or determine the 

best treatments. It is also very useful to drug companies for 

marketing their products. The use of secondary data greatly 

reduces the costs to the user because the data have already 

been collected. While the purpose might be noble in the case 

of medical studies, few people are comfortable with teams 

of researchers poring over their comprehensive medical his-

tories and then possibly publishing information that could 

be linked to them. Typically, health information can be used 

for research once it has been stripped of identifiers that link 

it to a particular person.

The problem arises when researchers want to gather 

information about individuals from multiple sources in 

order to create a comprehensive picture of the subjects of 

their research that can be used to link health determinants 

to health status. Linked data are also useful for conduct-

ing cohort studies that follow particular individuals over 

time, as their information will need to be updated during 

the course of the study. In addition, these data are also 

useful in studying the spillover consequences of policies. 

So, for example, a policy that would reduce expenditures 

in one area may have the unintended consequence of in-

creasing expenditures in another area. Linked information 

from medical and non-medical databases can be extremely 

useful in determining these relationships. What is needed, 

however, is a common identifier that can link the data: this 

element is typically is a health insurance number or name. 

These common elements, unfortunately, also match the data 

to an identifiable individual. Any researcher who wants to 

use data for a secondary purpose and who wishes to use 

matched data must provide compelling reasons to oversight 
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bodies for doing so. Understandably, it is far easier to gain 

access to data that have been stripped of identifiers than 

it is to gain access to linked data. The latter is frequently 

approved for some health researchers as well as for re-

searchers in other fields, such as historians seeking access 

to census data.

The confidentiality of research subjects is governed 

not only by legislation but also by research ethics boards 

and the bodies that provide research funding. In Canada, 

the Tri-Council (the Medical Research Council of Canada, 

the Natural Sciences and Engineering Research Council of 

Canada, and the Social Sciences and Humanities Research 

Council of Canada) provide oversight through directives to 

those researchers undertaking studies that involve human 

subjects. Researchers must assess privacy risks and threats 

to the security of collected information and follow approved 

procedures to protect and dispose of data. Universities that 

receive funding from the Tri-Council must adhere to the 

policies and procedures it sets out; otherwise funding will 

be terminated. As such, university researchers conducting 

any research (even those that are not Tri-Council funded) 

must have their studies involving human subjects approved 

by their university’s research ethics board before beginning 

the study. As will be demonstrated in the next section, how-

ever, these oversight mechanisms are a recent phenomenon.

Health Research: Classification, Profiling, and Discrimination

Health research has long attempted to classify certain popu-

lations by genetics determined in part by race. Advances 

in genetic sciences and the advent of computer modelling 

support these classification efforts and promote the curative 
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potential of disease-related genetic research. This has led 

to the claim that the future of medical research lies in the 

discipline of genetic epidemiology — the study of the causes 

of inherited disease in populations.11 While these claims 

are welcome news to those suffering from an illness and 

waiting for a genetic cure, there are many who are much 

less optimistic.

To begin with, racial classifications are contested, as the 

notion of race itself is a contested concept. Both anthropolo-

gists and sociologists have long held that race and ethnicity 

are cultural and sociological constructs, and many biologists 

and geneticists are now coming to similar conclusions. In 

June 2000, when two distinguished scientitsts, Francis Col-

lins, of the National Human Genome Research Institute, and 

Craig Venter, of Celera Genomics, unveiled a draft sequence 

of the human genome in a Rose Garden ceremony at the 

White House, Venter stated emphatically that “race has no 

genetic or scientific basis.” 12 From this perspective, there are 

more genetic differences among members of a given ethnic 

group than there are among the groups themselves.12 Medi-

cal research that focuses on genetic makeup tends to ignore 

the socio-economic, cultural, and environmental determi-

nants of disease. Not only does a focus on genetics funnel 

thought in a particular direction, but it also fuels fear of the 

construction of racist and discriminatory categories that are 

grounded in faulty biological assumptions.

These fears are rooted in racist and discriminatory medi-

cal practices and in the crimes that have been committed in 

the name of medical research. In the nineteenth century, the 

supposedly scientifically based doctrine of “racial hygiene” 

was prominent in Europe and in North America. This doctrine 
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was based on a crude misconstruction of Darwin’s theory 

of evolution, claiming that some human lives were superior 

to others and that only the fittest would survive. Those who 

were poor demonstrated their lack of fitness through their 

failure to thrive economically. This thinking was applied to 

entire populations of people, resulting in hierarchies of hu-

man groups wherein particular groups were deemed to be 

racially inferior. This conception of the inferiority of groups 

was the justification for such practices as segregation in the 

United States, apartheid in South Africa, the “final solution” 

to the “Jewish problem” in Germany, and the “ethnic cleans-

ing” of the Tutsis by the Hutus in Rwanda.

In the medical field, the notion of racial hygiene led to the 

emergence of eugenics, the “science” of improving a race by 

controlling the reproductive capacity of those deemed to be 

genetically inferior through forced sterilization. In the US, 

vasectomies were forced upon the criminally insane. The 

Canadian provinces of Alberta and British Columbia passed 

sterilization acts in the 1920s for the purposes of preventing 

mental “defectives” from reproducing. Until the abolition of 

these acts fifty years later, almost three thousand Albertans 

and four hundred British Columbians were sterilized. For 

most, this occurred without their consent and for reasons 

that were not based on genetics but rather on social class, 

ethnicity, and gender.13

It was Nazi Germany, however, that took the concept of 

eugenics to unprecedented levels. Eugenics provided the ra-

tionale for euthanasia, the “mercy killing” of those who were 

deemed unfit to live. The concept of Deutsche Volksgemein-

schaft, or the community of the German people, obliterated 

personal autonomy and with it the ethical dimension of 
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medicine. Those who were handicapped, deformed, mentally 

ill, afflicted with chronic illness, alcoholic, or regarded as 

genetically inferior on the basis of race or sexual orientation 

were considered candidates for death in order to provide for 

the collective health of the national community. Eugenically 

based justifications for extermination of the Jews have been 

attributed to professional opportunism: during the economic 

depression that preceded the rise of the Nazis, jobs within the 

medical profession were relatively scarce. Many Jews were 

doctors, and eliminating them as competitors for positions 

opened up opportunities for non-Jewish doctors.14 Those 

German physicians who opposed Nazi ideology were forced 

to emigrate or were killed. It would be another fifty years be-

fore the German medical profession engaged in an intense 

process of self-reflection regarding its role in Nazi atrocities. 

This medical fraternity saw itself as elite but fundamentally 

altruistic, as opposed to secretive and misguided. Contem-

plation of its past history brought to the fore the relationship 

between transparency and ethics.15

The general acceptance of eugenics in the last century 

highlights the danger of using scientific justifications for 

discriminatory practices and explains the unease of mi-

nority groups with respect to large-scale research projects 

that use medical information for the secondary purpose of 

determining patterns of diseases. This case also demon-

strates the necessity of developing moral and ethical codes 

for those conducting medical research. First and foremost 

in these codes is the notion of informed consent; this con-

sent underpins personal autonomy and self-determination. 

Consent has its legal basis in a 1914 case in the United States, 

Schoendorff v. The Society of the New York Hospital,16 in which the 
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judge proclaimed that a surgery performed without consent 

constitutes an assault for which the surgeon is liable. But 

decades later, prisoners in Nazi concentration camps were 

subjected to all manner of experimental medical procedures 

in the name of research. The horrible deaths, disfigurement, 

and disabilities that the prisoners suffered as a result of 

these abuses led to the establishment of the Nuremberg 

Code, which outlined ethical principles guiding the use of 

humans in experiments.

It would be almost two decades later before the prin-

ciple of informed consent would take hold, however. The 

impetus in the US came as a result of an article published 

in 1966 in the New England Journal of Medicine that outlined 

twenty-two cases of unethical research in that country.17 

These included the deliberate infection of residents with 

hepatitis at the Willowbrook State School for “mentally de-

fective” children without providing adequate information to 

their guardians in the 1950s, and the injection of live cancer 

cells into patients at the Jewish Chronic Disease Hospital 

in the 1960s without their knowledge (and hence without 

consent). But it was a forty-year study conducted by the US 

Public Health Department of the consequences of syphilis for 

African-American men that provoked a wholesale rejection 

of previous practices in experiments involving human be-

ings. The Tuskegee study began in 1932 to study the natural 

course of the disease in hundreds of impoverished Alabama 

sharecroppers. Shortly thereafter penicillin became the stan-

dard for treating syphilis, but subjects were not provided 

with this information and were prevented from accessing 

treatment that was available. The premise of the study was 

that syphilis had different outcomes for whites and blacks, 
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and while this race-based hypothesis was debated, the fact 

that humans with a potentially fatal disease were not treated 

with a known and effective treatment did not raise ethical 

concerns. In addition to the obvious issues relating to hav-

ing a life-threatening disease that was not treated, many 

partners of the research subjects were infected and their 

children were born with congenital syphilis. The project 

finally ended in 1972, after a long-time critic went to an As-

sociated Press reporter with the story. A few years later the 

US government agreed to an out-of-court settlement with 

the subjects and their survivors.18

The lasting legacy of the Tuskegee study is American 

minorities’ mistrust of public health projects and the prolif-

eration of conspiracy theories, including that of AIDS being 

a form of genocide created by whites to eliminate blacks.19 

There are many other examples wherein particular groups in 

society were exposed to risks in the name of research. These 

serve as cautionary notes to those who claim that the risk 

that research poses to individuals pales in the face of the 

broader human benefits that research produces. Clearly, those 

who bear the burden of the research may have a different per-

spective than those who benefit from it. Ultimately, those who 

conduct medical research must keep ethical considerations 

at the forefront of the inquiry, focusing on individual auto

nomy and informed consent as key values. While the societal 

benefits of data collected from a large-sample population are 

huge, these benefits must be carefully considered against 

the possible harm to an individual within that population.

The fine balance between individual rights and societal 

rights in public health is particularly evident in countries 

like Canada. Using the Ottawa Charter for Health Promotions 
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produced by the World Health Organization in 1986 as a foun-

dation, Canada began to move away from the individualistic 

understanding of the impact of lifestyle choices as a key de-

terminant of health toward one that highlighted the social 

context in which the individual lives. This emphasis shifts 

the focus of health to capacity building from the previous 

emphasis on disease prevention. As such, capacity building 

recognizes that many determinants of health reside outside 

the health sector. Public health officials not only have an 

obligation to ensure the well-being of others; they also have 

policing power to compel individuals with health issues to 

do particular things in order to ensure security of the col-

lectivity. Because the emphasis is on improving the health 

of populations, public health officials continually face ethical 

conundrums with respect to balancing individual liberties 

with the rights of the groups.

While sharing information for the purpose of medical 

research, health promotion, and containment of disease is 

clearly beneficial for society, history has taught us that these 

goals can be displaced by those that are far less benign, 

such as genetic discrimination based on faulty science. The 

balancing act that state authorities must perform is fur-

ther complicated by an increasingly globalized world where 

diseases are not contained within national boundaries. As 

such, states must work with other states to determine what 

information must be shared and what must be protected. 

Global threats to health may in fact be the most significant 

transboundary issue that contributes to the growth of global 

governance.
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Managing Health Information

Of all the information that is collected from individuals, 

medical information is considered by many to be the most 

sensitive. This information not only provides clues to our 

genetic makeup but also gives insights into our physical 

vulnerabilities and lifestyle choices that impact our health. 

This same information is extremely useful to researchers 

in determining the causes of disease and other threats to 

health. The balance between the autonomy of the individual 

and, in particular, an individual’s right to privacy must be 

weighed against the good derived from society through the 

sharing of this information.

It was argued earlier that the balance struck between 

access and privacy is both culturally specific and epoch-sen-

sitive. Nowhere is this more obvious than in the management 

of health information. Actions that the Western world now 

considers travesties of justice with respect to the right to 

autonomy of particular populations were thought, less than 

half a century ago, to be based on scientifically informed 

assumptions. Ideas regarding the inherent inferiority of 

certain groups of people are still used in an effort to justify 

discrimination.20 It is for this reason that the ethical use of 

medical information has become its own sector of academic 

inquiry. Similarly, the advent of new technologies that al-

low the dissemination of information quickly and easily has 

raised many questions about the electronic management of 

health information. Yet these new technologies that provide 

easy access to information provide huge efficiencies both 

in terms of financial costs and patient treatment. For the 

custodians of medical information, these are relatively new 
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questions for which there are no easy answers. The ways in 

which technology can benefit society appear at times to be 

limitless, but so too do the threats. The next chapter exam-

ines new technological innovations in surveillance that, like 

the electronic health record, provide certain advantages but 

also have a darker side.
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Ch_5
Surveillance in  
the Digital Age

Surveillance as a Form of Social Control

Surveillance has become the norm in the twenty-first cen-

tury, and it takes many forms. Cameras record individuals 

making purchases at a liquor store and walking through a 

public park; an onboard Global Positioning System (GPS) 

receiver tells parents where their teenager has taken their 

car; software gathers information that people post to social 

networking sites for perusal by their employer; tape record-

ings are made “for quality assurance” when customers phone 

their insurance company; and tags embedded in products 

allow companies and consumers to track the movement 

of shipped items. These technologies are used to increase 

efficiency, security, and accountability in all sectors. At 

first blush it would seem that the privacy concern with 

surveillance relates to individual privacy interests. But as 

demonstrated in chapter 1, transparency can flow in many di-

rections. Large organizations can use surveillance techniques 
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to monitor the activities of individuals; however, it is pos-

sible to turn the tools of surveillance on the organization in 

order to ensure its accountability to customers or citizens. 

Issues surrounding surveillance thus manifest a familiar 

pattern, one that is explored in this book. In and of itself, 

surveillance is not necessarily a bad thing; the challenge is 

to determine the appropriate balance between the promotion 

of accessibility and the curtailment of the privacy of those 

from whom information is collected.

Like privacy, surveillance is not a new concept: it has 

been the subject of attention from political philosophers and 

science fiction writers alike. In the eighteenth century, the 

political philosopher Jeremy Bentham developed the idea of 

the “panopticon,” a proposal for the design of efficient pris-

ons as an alternative to transporting felons to penal colonies 

like Australia. The design of these prisons allowed a single 

guard to keep multiple prisoners separated from one another 

and under twenty-four-hour surveillance while he himself 

remained unseen. Although a particular prisoner would not 

actually be observed by the guard all the time, the idea that 

he might be under surveillance would serve as a powerful 

constraint on the prisoner’s behaviour. Though Bentham’s 

design is often invoked as one of the earliest models of social 

control that curtails privacy through surveillance, Bentham 

addresses accountability through its emphasis on transpar-

ency. With Bentham’s model, those doing the watching are 

themselves watched. He says:

I take for granted as a matter of course, that under the 

necessary regulations for preventing interruption and 

disturbance, the doors of these establishments will be, 
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as, without very special reasons to the contrary, the 

doors of all public establishments ought to be, thrown 

wide open to the body of the curious at large — the 

great open committee of the tribunal of the world. And 

who ever objects to such publicity, where it is practi-

cable, but those whose motives for objection afford the 

strongest reasons for it? 1 (Emphasis in the original.)

Just as the prisoner is constrained by the possibility of being 

watched, so too is the guard; at any time someone might drop 

in unexpectedly and observe his daily routine.

Writing two centuries later, the French philosopher, so-

ciologist, and historian Michel Foucault used Bentham’s 

concept of the panopticon as a metaphor to describe forms 

of scrutiny that developed in the wake of reforms intended 

to eliminate the brutal physical punishment of prisoners 

and that have come to characterize late-twentieth-century 

societies. In Discipline and Punish: The Birth of the Prison, 

Foucault argued that the modern, gentler form of disciplin-

ary power, that of “normalization,” or the expectation that 

people will achieve a particular standard, is a far more per-

vasive and effective method of eradicating social deviance 

and forcing social conformity. From a Foucauldian perspec-

tive, knowledge and power are intertwined, as knowledge 

is critical for the exercise of power, and power is critical 

for knowing. The few who control the standards effectively 

control the many. In contrast, sociologist Thomas Mathie-

sen reverses the principle of the panopticon — the single 

agent who watches multiple people. As he points out, the 

advent of TV and other forms of mass communication has 

resulted in surveillance by the many of the few. As such, 
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the self-control that allows individuals to fit into modern 

capitalist society can happen through the reverse of the 

panopticon: the synopticon.2

These insights give pause to privacy advocates who rec-

ognize the enormous potential for the exercise of power by 

those entities and individuals who are in a position to collect 

information. Like transparency, the object of surveillance 

can be inward, outward, upward, or downward. If knowl-

edge is indeed synonymous with power, surveillance has the 

potential to concentrate power in the hands of the few, or 

distribute it into the hands of the many. As the next section 

demonstrates, new technologies are creating increasingly 

powerful tools for surveillance. These same technologies, 

however, are blurring the lines between the watchers and the 

watched. As such, surveillance can be both a tool for social 

control and a tool for enhancing accountability.

Modern Forms of Watching

The theme of an all-knowing, all-controlling surveillance 

state was popularized by the British writer George Orwell in 

his book Nineteen Eighty-Four. Written during the immediate 

postwar period, Orwell’s novel painted a bleak picture of a 

dystopia in the year 1984 wherein “Big Brother” kept con-

stant watch over citizens, monitoring and controlling every 

aspect of their lives. Fast forward a little more than twenty 

years from the year in the book’s title to a report prepared 

for the Information Commissioner of the United Kingdom 

that begins with the statement: “We live in a surveillance 

society.” The opening of the report conjures up Foucault’s 

panopticon with its observation that “the surveillance society 
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is better thought of as the outcome of modern organizational 

practices, businesses, government and the military than 

as a covert conspiracy.” 3 Whether it is done by design or 

by accident, the modern “surveillance society” represents 

a fundamental departure from the types of societies that 

existed in the past.

According to the report prepared for the Information 

Commissioner, surveillance can be thought of as a set of 

activities that share certain characteristics:

Where we find purposeful, routine, systematic and 

focused attention paid to personal details, for the 

sake of control, entitlement, management, influence 

or protection, we are looking at surveillance.

To break this down:

	  	T he attention is first purposeful; the watching has a 

point that can be justified, in terms of control, en-

titlement, or some other publicly agreed goal.

	  	T hen it is routine; it happens as we all go about our 

daily business, it’s in the weave of life.

	  	 But surveillance is also systematic; it is planned and 

carried out according to a schedule that is rational,  

not merely random.

	  	L astly, it is focused; surveillance gets down to details. 

While some surveillance depends on aggregate data, 

much refers to identifiable persons, whose data are  

collected, stored, transmitted, retrieved, compared, 

mined and traded.4 (Emphasis in the original.)
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What this means is that walking through a tourist area 

videotaping your surroundings with your Handycam video 

recorder is not considered surveillance because it is a one-off 

event that records randomly selected things for your own 

pleasure. In contrast, a camera installed at a strategic spot 

along that same street to film the patrons who routinely come 

out of a local bar intoxicated and proceed to urinate on the 

street or vandalize local businesses is purposeful (identifying 

wrongdoers), routine, systematic, and focused. Similarly, a 

proud parent videotaping his child playing with her nanny 

in a park on a sunny Sunday afternoon would not fit the 

definition of surveillance. Installing a camera at a daycare 

to enable parents to view the interaction of their children 

with their caregivers on demand would be considered sur-

veillance. Many parents insert the so-called “nanny cams” 

surreptitiously in items like teddy bears to ensure that their 

children are taken care of in a manner that they find appro-

priate. Instances of abuse caught by this surveillance have 

been posted to the Internet, creating predictable rage among 

those viewing the videos — an example of how panopticon 

surveillance can become synopticon surveillance. While the 

latter brings with it its own set of problems, it gives hope to 

those who fear that surveillance will result in the top-down 

surveillance described by George Orwell.

Video Cameras

Thus far, a large component of the surveillance debate has 

revolved around the use of video cameras. This is not sur-

prising given that video technology is one of the oldest tools 

of surveillance; portable versions of these cameras have 

been in use since the 1970s. Cameras are used for a variety 

Controlling_Knowledge_Interior.indd   130 11-08-02   11:08 PM



Surveillance in the Digital Age

131 

of purposes, but with respect to surveillance, they have pri-

marily been used to enhance security. While surveillance of 

a child and a caregiver might result in evidence of wrongdo-

ing that would lead to criminal charges, or at the very least 

reprimands or termination of employment, the utility of sur-

veillance cameras in public places is far less clear. Some uses 

of cameras are not particularly contentious; they provide a 

clear benefit for those who may at some point themselves be 

filmed. Motor vehicle associations use cameras to give driv-

ers fixed-interval camera shots of highways so they can see 

for themselves what road conditions and visibility are like. 

Skiers can check the conditions of ski slopes by looking at 

images of the hill. The most popular reason to use cameras 

in public places, however, is for law enforcement purposes. 

Cameras are used in lobbies of buildings that restrict access 

so that occupants can see who is requesting entry into the 

building. They are also used in stores and banks to catch 

thieves. Schools use them to detect people in the school who 

should not be there and to monitor the behaviour of students. 

Such examples often concern places that are public in the 

sense that anyone can go into them but private in the sense 

that they are located on privately owned property. For the 

most part, these uses generate limited controversy; a citizen 

who does not want to be caught on camera can choose to 

patronize a different establishment.

It is the cameras installed in purely public places for crime 

prevention purposes that are particularly controversial. Police 

use photo radar to ticket speeders and red light violators on 

public roadways. Cameras are also used in municipal parks, 

in plazas, and on sidewalks. These are all public spaces that 

everyone has access to. With respect to photo radar, drivers 
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who are not breaking the law do not have to worry about their 

image being captured on camera. But law-abiding citizens 

walking through a public park or plaza have the same likeli-

hood of having their images captured as criminals who pass 

through the same space. This has resulted in a debate over 

whether the law enforcement value of videotaping citizens 

is worth giving up the right to enjoy that space without pri-

vacy being compromised.

Those who support video surveillance claim that cameras 

that are routinely monitored have a positive effect on public 

safety because they serve as suspicious activity detectors 

that can alert law enforcement authorities to the possibility 

that a crime is about to be committed. Obviously, sending 

police officers to the scene earlier rather than later will put 

them in a better position to apprehend criminals. Moreover, 

it is argued that if criminals are aware that they are being 

watched via a camera, they are less likely to commit a crime. 

For this reason, most cameras are highly visible to the public 

so that there is no doubt for perpetrators that they are being 

watched. If a crime is committed, investigators are able to 

use the collected images to assist in their investigation and 

as evidence in their prosecution of a crime.

Critics of video surveillance as a useful tool in law en-

forcement point out, however, that most cameras are not 

monitored in “real time.” That is, no one is watching the 

camera as the crime is committed; rather, the videotape 

will be reviewed “after the fact” to assist in the investigation 

and prosecution of a crime. Critics claim that crime preven-

tion is a misnomer in the case of video surveillance; crime 

displacement is more accurate. Accordingly, criminals will 

simply shift the site of their activities from the area under 
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surveillance to one where there are no cameras. The net  

effect on crime reduction will thus be minimal.

In 2005, the British Home Office produced a comprehen-

sive report assessing the impact of closed-circuit television 

(CCTV) cameras. The report included a review of existing 

research that painted a mixed picture of the effectiveness 

of CCTVs in reducing crime. On the one hand, CCTVs appear 

to have little impact on impulsive crimes (such as those re-

lated to alcohol) or on personal crime (such as assault). On 

the other hand, CCTVs do appear to reduce crimes related 

to property, and in particular to vehicles, especially those 

in parking lots. That said, even those who found a reduction 

in crime related to vehicles speculated that other factors 

might be coming into play. Crime displacement did occur, 

although it was not found to be that common and was more 

evident in relation to some crimes than others. Offenders 

did not seem particularly concerned with the possibility that 

CCTVs could be used to convict them of crimes, although 

offenders who had been convicted through CCTV evidence 

felt significantly more threatened by their presence.5 As the 

report notes, however, the difficulty with these studies is 

that they do not try to address the issue of effectiveness. 

In particular, the cost-effectiveness of installing CCTVs for 

the purpose of reducing crime “has been largely ignored.” 6

Perhaps the most damning criticism of video surveil-

lance for crime reduction is the concern that the captured 

images will be used for purposes other than those they 

were originally collected for. This phenomenon is referred 

to as “function creep.” 7 Examples of function creep typically 

revolve around the use of personal data for advertising, mar-

keting research, or identifying trends. This is of particular 
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concern where the line between the public and the private 

becomes blurred and the public purpose of collecting in-

formation becomes mixed with the commercial purpose 

of using information for targeted advertising. But function 

creep can also refer to voyeurism, commercial entertain-

ment, and blackmail. While most jurisdictions have clear 

laws with respect to the collection of personal information 

in the form of wiretaps for voice, legislation regarding the 

collection, use, and retention of visual images of citizens is 

far less developed. Clearly, the objectives of installing surveil-

lance cameras must be unambiguously outlined. How these 

objectives are defined and by whom should be equally clear. 

Security firms have a vested interest in the installation of 

their cameras in public spaces. If the firm not only provides 

the cameras but is also contracted by government to operate 

them, this raises the troubling issue of the privatization of 

public spaces by businesses that might not have the same 

agenda as a public organization. Moreover, businesses that 

are contracted to provide public services are not subjected to 

the same level of control as their public sector equivalents.8

Civil libertarians are particularly vociferous opponents 

of video surveillance. They bemoan the limitations it places 

on citizens’ rights to move about and conduct their daily 

business without having their privacy rights infringed. In 

particular, they note that surveillance has a chilling effect 

on freedom of assembly and movement. As Nigel Waters 

argues: “Most people have an instinctive aversion to being 

watched. The chilling effect of surveillance is difficult to 

quantify, but is clearly recognised by the public.” 9 Cameras 

can be used as an instrument of social control, monitoring 

the activities of those the state has deemed to be anti-social 
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or non-conforming, even if their behaviour does not break the 

law. Equity issues are raised, as the rich are less likely than 

the poor and the marginalized to frequent public spaces that 

are under surveillance. Others raise the spectre of minorities 

being targeted by racial profiling. As Tator and Henry observe:

When we examine the histories of people of African 

descent in Western nations, we find that these forms 

of social control include intense surveillance by law 

enforcement authorities resulting in increased rates 

of interaction between police and people of African 

descent. These interactions have contributed to higher- 

than-average rates of arrests, convictions, incarcera-

tions, and acts of violence and have resulted in physical 

harm and death.10

In Canada, the same observation can be made about those 

of Aboriginal descent and, in Europe, about those of Roma 

descent (that is, the gypsies). Since the terrorist attacks in the 

United States in 2001, those who are or appear to be Middle 

Eastern are apt to experience more intense screening than 

other passengers when they pass through airport security. 

While it can be argued that elevated crime rates in a particular 

community correlate with a higher incidence of involvement 

in illegal activities, it is also true that more criminal activity 

will be detected in a particular group if proportionally more 

people in that group are questioned.

The dizzying speed of technological innovation has in-

creased the significance of the observation that we live in 

a surveillance society. The number of new technologies 

coming on stream daily suggests that we can expect more 
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surveillance in the future rather than less. As such, the utility 

and purpose of surveillance techniques must be scrutinized. 

This is particularly true given that the combination of video 

monitoring with new communications media opens up new 

and even more powerful forms of surveillance; this is the 

focus of the next section.

The Internet

Until a few years ago, the Internet was used primarily for 

peer-to-peer email communication. The advent of YouTube 

and social networking sites, however, represents a profound 

change with respect to how people communicate. Whereas 

a video camera used to be mainly the tool of choice of the 

proud parents capturing the first steps of their toddler, a huge 

range of people now routinely use this technology due to the 

combination of the increasingly portable and easy-to-use 

video technology with the ability to broadcast to millions 

quickly and cheaply. The dissemination of video clips is done 

for political, commercial, social, and religious purposes, 

but it is the marriage of video and Internet technologies 

that takes surveillance to new levels. This is illustrated by 

two commercial uses of recorded images: Internet Eyes and 

Google Street View.

In an attempt to make better use of the data being col-

lected by CCTV cameras, a savvy entrepreneur launched 

“Internet Eyes.” This Internet game allows players to plug 

into Britain’s CCTV network in order to scour images for the 

purpose of detecting and reporting people committing crimes. 

Those who report the most crimes can win monthly prizes of 

up to one thousand pounds. The website contains a rogues’ 

gallery of suspected criminals, their offences, and the name 
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of the player who caught them. While some business owners 

embrace the idea of posting a sign that says “Internet Eyes 

Patrol Here,” civil liberties groups denounce the initiative as 

a “snooper’s paradise” that would result in the most minor of 

misdemeanours being broadcast to the world. Others liken 

the constant watching and reporting to situations in for-

mer communist states or even Orwell’s Nineteen Eighty-Four, 

wherein families, neighbours, and friends would denounce 

one another to the authorities.

By April 2010, the site had attracted 14,659 registered 

gamers and the attention of the non-profit privacy advocacy 

groups No CCTV and Privacy International. As a result of the 

many questions they raised regarding the verification of who 

was watching and the possibility for surreptitious reten-

tion of images from the site by third parties, the company 

delayed the launch of this synopticon form of surveillance 

until Internet Eyes addressed privacy concerns raised by 

the UK Information Commissioner’s office.11 In October 2010, 

the commissioner’s office gave Internet Eyes permission to 

launch for a three-month trial period, a decision that received 

condemnation from No CCTV and Privacy International. In a 

joint press release, Charles Farrier of No CCTV said:

The Information Commissioner has put private profit 

above personal privacy in allowing a private company 

to launch its Stasi style citizen spy game rather than 

defending the rights of British citizens. This is the 

privatisation of the surveillance society — a private 

company asking private individuals to spy on each 

other using private cameras connected to the Internet. 

Internet Eyes must be challenged.12
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In January 2011, Internet Eyes announced a Canadian partner-

ship and the launch of the game in Dartmouth, Nova Scotia.

Another synopticon form of surveillance, Google Street 

View, has garnered attention from privacy advocates who 

claim it is unacceptably privacy-invasive. Google Street View, 

launched in 2007, is an enhanced version of Google Maps, 

a web-based mapping service that uses Global Positioning 

System (GPS) technology to allow users to locate particular 

addresses. The addition of Street View allows users to actually 

see pictures of the houses and buildings associated with the 

address they type in. The service, which offers 360° horizontal 

and 290° vertical panoramic street views, is provided through 

the use of cameras perched on top of a car at a height of two 

and a half metres. The images recorded by the cameras are 

then assembled to create a 360° view and matched to a par-

ticular location using GPS devices.13 

Although people such as tourism officials and real estate 

agents might find this technology helpful, privacy advocates 

do not. The trouble is that people and items such as licence 

plates that can be linked to specific people are sometimes 

caught in the photographs. Moreover, although the cameras 

are located in public space (the street), they are high enough 

that they can capture images of people on their private prop-

erty (in their fenced backyard, for instance). A woman hiding 

from an abusive spouse or a couple entering an abortion 

clinic are just a few examples of people who might object to 

their images being available on Google Street View. Websites 

such as StreetViewFun have already popped up where “in-

teresting” photos are posted — women sunbathing, men and 

women with hands over their groins or breasts “adjusting” 

their underwear, a woman bending over so that her thong 
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and buttocks are exposed, men urinating at the side of the 

road, men walking into adult book stores and sex shops, and 

a man passed out drunk on the side of the road.14 Individu-

als can request to have images of themselves removed, but 

the image may already have been downloaded before it is 

removed from Street View, at which point Google no longer 

controls the image.

In response to privacy commissioners around the world 

expressing concern over this form of synopticon, as of May 

2008 Google began blurring the faces of people and images 

of licence plates. Google announced in 2010, however, that its 

European service might be suspended because the privacy-

related requirements of the European Union make the costs 

of the service prohibitive.15 Google Street View ran into even 

more trouble that same year when it was discovered that 

the cameras on top of its cars had been gathering data from 

unencrypted home WiFi networks for three years. Google 

called the data collection an accident and blamed the security 

gaffe on old code. Others, like Stephen Conroy, Australia’s 

Minister for Broadband, Communications and the Digital 

Economy, are less generous. Google’s CEO Eric Schmidt has 

strongly criticized Conroy in the past for his plan to imple-

ment an Internet filter for Australia that would block certain 

websites (such as ones featuring child pornography). Conroy 

hit back by claiming that the Google data collection might 

be “the largest privacy breach in history across Western  

democracies,” and that it is “a bit creepy.” 16 But for those who 

are concerned with personal autonomy, whether it is the gov- 

ernment censoring what is on the Internet or Google under-

taking surveillance, individual freedom is being curtailed.

What is particularly interesting about the so-called 
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“Google WiSpy” controversy is the cultural differences among 

countries when it comes to surveillance and privacy. Once 

issues are raised, however, cultural convergence is evident, 

as countries tend to adopt similar views of privacy events. 

Google Street View was launched in the United States with 

barely a whisper of opposition. The privacy commissioner in 

Canada voiced concerns about images that had previously 

been collected in the US, and in response, Google notified 

Canadians when it began filming for Street View. Contrast 

this to Google’s response to much stronger criticism in Japan. 

To address the Japanese unease that Street View cameras 

were able to look over fences into private residences, Google 

reshot all its images with cameras that had been lowered by 

40 centimetres. In Greece, the Data Protection Agency banned 

Google from collecting photos until the company addressed 

storage, retention, and consent concerns.17 Despite the already 

pervasive surveillance by CCTV cameras in Britain, villagers 

in the town of Broughton surrounded a Google camera car 

and refused to let it come into their town. In Switzerland, the 

country’s privacy watchdog asked Google to remove pictures 

of fenced yards and private streets, to blur the faces of people 

and images of licence plates, and to notify jurisdictions one 

week in advance of filming. Eventually, it took Google to 

federal court because “Google for the most part declined to 

comply with the requests.” 18 Germany and the Czech Republic 

launched investigations into the WiSpy matter.

While different countries initially had different reactions 

to Google’s filming, issues that were raised in one jurisdic-

tion have had a domino effect. Concern came full circle in 

the US on 26 May 2010, when the group Consumer Watchdog 

wrote the attorneys general of the states and territories and 
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requested that they launch their own investigations. In its 

letter, the group charged that:

Google’s claim that its intrusive behavior was by 

“mistake” stretches all credulity. In fact, Google has 

demonstrated a history of pushing the envelope and 

then apologizing when its overreach is discovered. 

Given its recent record of privacy abuses, there is  

absolutely no reason to trust anything the Internet  

giant claims about its data collection policies.19

Undoubtedly the initial reaction to Google Street View’s activi-

ties would be different yet again if Google had started filming 

in China, India, Iran, or Brazil rather than North America, 

Europe, and Australia. Ironically, the very technology that 

allows easy access to images worldwide with a click of the 

mouse that many find so objectionable is also the technology 

that enables the circulation of privacy concerns worldwide. 

Attitudes toward privacy vary across countries, but there 

is also considerable convergence that results from the dis-

semination of concern and the subsequent globalized debate.

The combination of video and the Internet is a power-

ful tool for information dissemination. What is of concern 

is when “communication” is harnessed for the overt goal 

of surveillance (as in the case of Internet Eyes), or when 

surveillance is a by-product of the new innovation (as in 

the case of Google Street View). The Internet, however, can 

be combined with other technologies that have far greater 

implications for the development of the “surveillance soci-

ety.” The example of radio-frequency identification tracking 

devices is the subject of the next section.
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Radio-Frequency Identification Tracking Devices

The radio-frequency identification device (RFID) is a tracking 

system that can be embedded in objects. These systems can 

improve the efficiency of production and service processes, 

but they are controversial because they comprise a “hidden” 

system of surveillance. RFID systems consist of a transponder, 

a reader, and a back office system. A transponder, commonly 

known as an RFID tag, transmits data by emitting radio 

waves. This information is collected by readers, which can 

be mobile, such as a barcode scanner, or fixed at certain lo-

cations, such as a vehicle toll gateway. Data collected by a 

reader are sent to a back office or a data processing system.20 

RFID tags may be passive or active. Passive tags must be in 

the range of a reader in order to operate because they lack 

an internal power source. Active tags have an internal power 

source that allows them to emit radio waves. Active tags have 

a much greater “read range” than passive tags, and in some 

cases, can be read up to several kilometres away. As well, 

active tags have more memory and better processing than 

passive ones.21 An active tag, then, enables the data process-

ing system to keep tabs on an item that is in movement. While 

tracking an object is an innocuous goal, it is the tracking of 

the person in possession of the object that causes concern; 

this constitutes a sophisticated form of surveillance.

RFID tags are embedded in a growing number of personal 

items and identity documents such as employee and student 

identification cards, library books, tire pressure monitoring, 

parking permits, luggage in airports, mail, livestock, residen-

tial garbage pay-for-what you-dispose bins, and bracelets worn 

by prison inmates or guards.22 The concern over surveillance 

notwithstanding, RFID technology can benefit individuals in 
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the areas of safety, convenience, and accessibility. RFID tags 

in enhanced driver’s licences transmit a unique code to a 

reader containing such personal information as nationality. 

An anticipated benefit of this use is the reduction in lineups 

at border crossings between the US and Canada. RFIDs also 

can be used to trace food, shorten supermarket queues, and 

track patients suffering from Alzheimer’s disease.

The consumer benefits from RFIDs are endless. RFID tech-

nology is being used in the development of the successor to 

the bar code, the Electronic Producer Code (EPC). EPCs identify 

each individual item that is manufactured using RFID tags, 

as opposed to identifying just the class of product and the 

manufacturer. A university student in Lethbridge, Alberta, 

who has purchased a computer online can now track the 

movement of her new computer using her old computer: 

from the factory that produced it in China, to the North 

American point of entry in Alaska, to the UPS distribution 

centre in Kentucky, to the American point of exit, Buffalo, 

to the Canadian USB distribution centre in Winnipeg, to the 

western Canada air hub in Calgary, and then finally, to the 

student’s home in Lethbridge. For the producer of the com-

puter, the RFID tag can track the product from the point of 

manufacture to the point of sale, reducing inventory, labour 

costs, and stock losses. Anyone who has experienced the 

frustration of losing a wallet or a cellphone can immediately 

see the benefits of tagging personal possessions that can be 

easily mislaid. A recent report of the Australian Law Reform 

Commission concluded that RFIDs can be used to “benefit 

individuals, businesses and government.” 23

Critics of RFID technology point out that tags incorpo-

rate little security, transmitting signals to authorized and 
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unauthorized users alike, enabling hackers to “skim” data 

from them. Moreover, ignorance of the RFID tagging of an 

item leaves people wearing or carrying them vulnerable to 

surreptitious surveillance. The trade-off between privacy 

and security in an RFID tag embedded in a teddy bear car-

ried by a two-year-old in a daycare might seem reasonable. 

But what about the RFID-tagged cellphone that is carried by 

an eighteen-year-old high school student? Parents now have 

the ability to track their children’s every move, even if that 

child is legally an adult. RFIDs also give jealous spouses the 

ability to track their partners’ whereabouts and an employer 

the ability to determine if an employee driving a delivery 

truck has made an unscheduled stop to pick up dry clean-

ing and a takeout coffee on company time. And what about 

RFIDs embedded in products that the consumer buys that 

give unknown people the ability to track the movements of 

the person who purchased the product?

To date, the response to these security concerns has 

seen the development of voluntary codes as opposed to gov-

ernment regulation. EPCglobal Incorporated identifies four 

principles as fundamental in governing the use of RFID tags 

in consumer goods: consumers should be given clear notice of 

the use of EPC on the products or the packaging; the choices 

available to remove or disable EPC tags on products should 

be readily available; accurate information about both EPC 

and its applications should be provided; and no personally 

identifiable information should be contained, collected, or 

stored by the EPC.24 The purpose of these guidelines is to 

increase consumer confidence in RFID tags by anticipating 

and dealing with privacy concerns as they arise. While RFID 

technology benefits both consumers and producers, it does 
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present challenges for privacy protection by dramatically 

changing the privacy landscape. With that, RFID also has 

the potential to dramatically change social norms around 

privacy. Specifically, surveillance by “Big Brother” that a few 

decades ago would have been seen as so invasive as to be 

socially unacceptable might become the norm for those who 

are being watched. This is particularly true for young people 

who have grown accustomed to being tracked by their par-

ents and filmed by video cameras at school.

Those concerned with the increasing use of surveillance 

technologies lament that innovations such as Internet Eyes, 

Google Street View, and RFIDs take us down a path of social 

control that we should avoid at all costs. The events of 11 

September 2001 elevated the issue of security by heightening 

the sense of vulnerability of the Western world to terrorism. 

This insecurity has spawned a multi-billion dollar industry, 

referred to as the global security-industrial complex.25 Se-

curity is linked tightly with surveillance and is of particular 

concern in relation to “mega-events” such as global political 

summits or sporting events such as the Olympics. When 

public fear of terrorism and crime is harnessed to support 

the new technologies to fight them, the concern for personal 

autonomy is considerably diminished.

Securing Mega-Events

The Olympic Games are a particularly interesting example 

of a mega-event where security trumps all. No global event 

captures the imagination (and the attention) of the global 

public like the Olympic Games. The eyes of the world are 

on the host city for the duration of the games, with specta-

tors enthusiastically cheering on their national teams and 
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applauding the feats of the world’s most talented athletes. But 

the games are far more than a sporting event — they provide 

a massive advertising platform both for corporations and 

social activists, who use them to sell products and promote 

social causes. The former activity, that of marketing products, 

is accepted as a critical component of athletic sponsorship, so 

much so that the power of the state is harnessed to protect 

the property rights of corporations with respect to the use of 

logos or brands that are associated with the Olympics. The 

platform for social activism, however, is less enthusiastically 

embraced. Indeed, the power of the state is used to monitor 

the activities of those who might use the opportunity of the 

mega-event to advance a particular social cause. That said, 

even the activists’ detractors grudgingly acknowledge that 

the ability to protest is a hallmark of a free and democratic 

society, and as such, the protesters must be tolerated. What 

is far more troubling is the prospect of protestors resorting to 

violent acts to draw attention to their cause. This concern is 

the unfortunate legacy of the 1972 Munich Olympic Games, 

where terrorists killed eleven Israeli athletes. Twenty years 

later two people were killed and 111 were injured from the 

detonation of a pipe bomb at Centennial Olympic Park during 

the Atlanta Olympics. Providing athletes, officials, and the 

general public with sufficient security to enjoy the games 

without fear of becoming a victim of a politically inspired 

act of violence has become a major preoccupation of Olympic 

organizers. The recent Winter Olympics in Vancouver is a 

case in point: the security budget for those games was close 

to a billion dollars.26 Similarly, the combined price tag for 

two other mega-events, the G8 and the G20 global summits 

held in Ontario in June 2010, was about the same amount.27
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What is troubling for those concerned about privacy pro-

tection is the “security function creep” that happens as a 

result of hosting an Olympic event. Security contractors 

and police use the mega-event to introduce a technological 

solution for a particular security issue. While the proposed 

solution might not initially be considered palatable as rou-

tine security, after its use at an event it becomes far easier to 

employ it in more ordinary venues. The trajectory happens 

something like this. New technologies are devised to address 

the specific security needs of an Olympic Games. The public 

tends to be much more tolerant of new and more invasive 

security protection measures because they are introduced 

during the one-off Olympic event. The new technologies then 

become the standard for future games. The media coverage 

of the security measures serves to normalize security prac-

tices that might otherwise be deemed too privacy-invasive 

to be acceptable. The security contractors capitalize on the 

prestige they gain from their role in keeping the games safe, 

which enhances their credibility when they introduce new 

technologies in the future. As a report on security and the 

Vancouver Olympics put it: “Designed for the unique risks of 

an exceptional global sporting event and driven by the search 

for new markets and profits, the technologies, expertise and 

contracts characteristic of Olympic security therefore risk 

dispersing into more mundane contexts, simultaneously rou-

tinizing and intensifying security.” 28 Thus, one of the legacies 

of mega-events is usually increased surveillance. Given the 

immense amount of money to be made from marketing sur-

veillance technologies, this legacy can hardly be seen as an 

unintended outcome of mega-events but rather an outcome 

that was leveraged from the opportunity the events provided.
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An example of a mega-event that resulted in obvious func-

tion creep is the National Football League Super Bowl game 

in Tampa Florida in 2001. Every spectator’s facial image was 

scanned and compared to a data bank of known terrorists us-

ing a combination of cameras and biometric technology. After 

the event, the cameras were deployed to a Tampa neighbour-

hood; streets and public spaces were monitored. This was 

done without even informing the residents, much less asking 

their consent.29 This type of function creep frequently hap-

pens in localities that host Olympic events, as is evidenced 

by the debate about what will happen with the cameras that 

were installed for use at the Vancouver Olympics. Although 

Vancouverites have resisted the installation of surveillance 

cameras in public places in the past, thousands of cameras 

were installed in the weeks preceding to the games. The 

billion-dollar question now is whether all these cameras 

will be removed or whether some will continue to be used 

post-Olympics for the purposes of routine law enforcement.

Surveillance cameras in public spaces may become more 

appealing to Vancouverites as a result of the city’s hosting 

the 2011 Stanley Cup hockey playoffs. The final game saw 

the convergence of an estimated one hundred thousand fans 

in downtown Vancouver to watch the game on a specially 

installed giant-screen TV. After the Vancouver team lost, a 

riot broke out. Despite the efforts of police, who used tear 

gas in an effort to contain the riot, the mob caused mil-

lions of dollars of damage to public property, businesses, 

and parked cars. Rioters brazenly took pictures and videos 

of themselves vandalizing and looting property and posted 

them to Facebook and YouTube. Afterward, the province’s 

vehicle insurance company, ICBC, provided police with its 
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database of driver’s license pictures so that the police could 

use face recognition software to identify individuals who 

appeared in crowd photographs. Facebook pages sprang up 

asking people to post photos they’d taken on cellphones so 

that rioters could be identified. Names, addresses, and phone 

numbers were subsequently shared online, as a result of 

which some of the accused chose to leave their homes for 

fear of retribution from outraged Vancouverites who were 

not involved in the destruction. This incident provides yet 

another example of function creep (a photo taken for licens-

ing purposes is used to determine that a citizen participated 

in a riot), but it also constitutes an interesting manifestation 

of synopticon surveillance along the lines of the Internet 

Eyes game discussed earlier in this chapter.30

In other venues, the installation of cameras is already a 

fait accompli. Britain has the distinction of having the most 

CCTV cameras per capita of any nation in the world, with 

estimates ranging from 1.2 to 4.2 million CCTVs nationwide.31 

While surveillance might increase people’s perception that 

the streets are safer, there are no strong indications that 

cameras significantly reduce crime. This is in part due to the 

poor quality of the images and the sheer volume of them. 

Detective Chief Inspector Mick Neville of the London police 

observes that only 3 percent of London’s street robberies 

are solved as a result of video surveillance. Given the bil-

lions of pounds spent on installing the cameras, Neville’s 

assessment of the CCTV initiative is that “it’s been an utter 

fiasco.” 32 Despite these criticisms of CCTV use and the lack 

of evidence supporting their effectiveness, there appears 

to be little political appetite for removing them from public 

spaces in Britain or elsewhere.
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As will be illustrated in the next section, surveillance 

(like transparency) can operate in different directions. It is 

certainly true that those in positions of authority can use 

surveillance to exert social control over their subordinates. 

It is equally true, however, that the combination of surveil-

lance with Internet technologies has the potential to force 

accountability on those in authority. This trend began with 

the proliferation of cheap, portable video cameras and has 

accelerated with the widespread use of the Internet as a 

source of social and political information.

Watching the Workers and Watching the Watchers

Surveillance as a method of increasing the productivity of 

workers builds naturally on the work of management theo-

rists who subscribe to the “command and control” school of 

thought. This perspective is grounded in Frederick Taylor’s 

The Principles of Scientific Management (1967), which separates 

decision making from work and workers from management. 

Taylor saw workers as poorly educated, lazy, and uninter-

ested in organizational goals. Their goal was to receive the 

maximum pay for minimal effort. Given these assumptions, 

managers devised various strategies to “keep workers honest” 

and to improve productivity. Many of these strategies involved 

overt surveillance. In the past, this would have consisted 

of a supervisor walking around the factory floor watching 

employees work. Today, this surveillance might be carried 

out with the help of video cameras. But the video camera 

is not the only tool by which individuals can be watched. A 

software program called Social Sentry allows employers to 

monitor employees’ social networking activities on such sites 

as Facebook and Twitter. This is a much more sophisticated 
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version of previous technology that counted an employee’s 

keystrokes on a computer or a cash register, as Social Sentry 

monitors the employees’ social networking activities on any 

device or network, including mobile ones. Employers can now 

easily track posts made by an employee that are indiscreet, 

spill trade secrets, suggest corporate wrongdoing, or are oth-

erwise perceived to be counter to the employer’s interests.33

A somewhat more covert method of surveillance is 

the tracking of data that can be used to identify a specific 

individual — a practice that Roger Clarke has called “data

veillance”: the automated monitoring of people’s activities 

or communications through the use of information tech-

nologies.34 Biometric technology relies on attributes that 

are unique to a particular individual, such as a fingerprint, 

retinal patterns, or voice. Biometrics have been used by 

companies to identify customers who phone in to make 

changes to their accounts, to provide employees with access 

to buildings, or to record their time of arrival at the job site 

via an electronically activated time clock. This technology is 

also popular in the realm of public security. Travellers pass-

ing through London’s Heathrow airport, for example, must 

routinely submit to a retinal scan. Travellers have, however, 

objected far less to the recording and storage of this form of 

personal information than they have to American “enhanced 

security” measures that entail asking airline customers 

to submit to full body scanning by means of backscatter 

X-ray machines. These machines produce images of travel-

lers’ naked bodies, a procedure that clearly strikes airline 

customers as more invasive of personal privacy. Although 

security officials claim that these images are not retained, 

evidence to the contrary has emerged.35
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The international corporate grocer Whole Foods took data- 

veillance to a new level when it announced an additional 

“healthy member” staff discount for those employees whose 

biometric criteria met certain standards — employees “who 

are willing to undergo surveillance of a selection of body 

measures (blood pressure, cholesterol tests, and BMI calcu-

lations) and refrain from nicotine use.” 36 Whole Foods says 

the purpose of the program is to promote healthy lifestyle 

choices that will result in the reduction of health plan costs. 

The collection of biometric data for the purpose of improving 

the bottom line of a business is troubling for privacy advo-

cates, however, as is the storage and monitoring of health 

information by an employer and the sense of ownership 

over employees’ personal autonomy that the company gains 

through this form of physical surveillance.

While surveillance in the workplace is used to increase 

productivity and efficiency, its benefits remain unclear. The 

debate between those who feel that accountability (and thus 

productivity) can be improved through the development of 

top-down external controls and those who favour fostering 

internal control based on individual restraint is an old one 

that will not be resolved here.37 A modern twist to this debate, 

however, is that the tools of surveillance can be reversed so 

that the watchers become the watched.

Pessimists despair that the power of large multinational 

companies and nations such as the United States is unas-

sailable; they are convinced that privacy is dead and that 

the conglomeration of power within large all-knowing and 

all-seeing entities is inevitable. But new technology can be 

used to reverse the direction of transparency; it allows the 

activities of those in authority to be easily disseminated, 
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thus pointing the synopticon gaze in the opposite direction. 

Moreover, email, social networking, cellphones, and Twitter 

enable the mobilization and circulation of dissenters who 

can be everywhere and nowhere at the same, making them 

a difficult target for those who want to silence them. The 

so-called “Handycam revolution” began with a video shot 

in 1991. From the balcony of his apartment building, George 

Holliday videotaped white Los Angeles police officers beating 

a black man, Rodney King. Holliday gave the video to a local 

TV station. The video caused outrage and immediate action 

against the offending officers; it demonstrated the power of 

the individual with a recorder vis-à-vis large institutions. 

Everyone with a camera-equipped cellphone in his pocket 

now can join the ranks of those fighting hegemonic power.

The world’s most famous whistle-blower is currently  

Julian Assange, a former hacker who has committed himself 

to “radical transparency.” He is the mastermind behind the 

Sunshine Press, an organization that brings together civil 

liberty activists and computer experts to run the website 

WikiLeaks.com. The organization posts all kinds of docu-

ments: from diplomatic cables, protocols from Guantánamo 

Bay, celebrity tax returns, emails from Sarah Palin’s personal 

account, exposés of toxic dumping in Africa, and 9/11 pager 

messages. Documents are delivered to a digital dead drop — 

in this case a Swedish computer server that is protected by 

that country’s strong whistle-blowers’ protection laws. Once 

the data are received, WikiLeaks puts out a call on Twitter 

for assistance in de-encrypting classified documents. Once 

de-encryption is accomplished, it posts the declassified docu-

ments on its website. Because WikiLeaks.com uses servers 

located in various countries, the court-ordered shutdown of 
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its US server in 2008 over the disclosure of the activities of a 

Swiss bank had little effect on the organization’s activities. It 

now boasts the posting of over a million documents. As the 

presiding judge in the American case noted: “We live in an 

age when people can do some good things and people can 

do some terrible things without accountability necessarily 

in a court of law.” 38

WikiLeaks gained notoriety when it posted “Collateral 

Murder” on its website on 5 April 2010.39 This US military 

video shows the graphic killing of a dozen men and the 

wounding of two children on the streets of Baghdad in 2007. 

The video was taken from a US army Apache helicopter gun-

sight; the helicopter was responding to a call for help from 

American soldiers who had been fired upon. The clip eerily 

resembles a first-person shooter video game. Among the 

victims were a twenty-two-year-old Reuters photojournal-

ist and his assistant. The US military showed the video to 

Reuters immediately after the incident; Reuters asked for an 

investigation and sought copies of the footage by using access 

to information legislation. The US investigated the incident 

and found no wrongdoing; the video copy was provided to 

Reuters two and a half years after the incident.

While some claim that the dissemination of videos of 

the WikiLeaks genre on YouTube is a triumph for account-

ability in government,40 others argue that governments 

have legitimate reasons for keeping some information se-

cret, particularly that pertaining to military engagements 

and national security. They fear that the power to quickly 

disseminate classified documents to a wide audience dra-

matically decreases the power of states pursuing the goals 

of security, democracy, and justice vis-à-vis individuals 
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pursuing their own interests, whatever those might be. In 

response to the 2010 release of ninety thousand classified 

military documents, US National Security Adviser General 

James Jones asserted that this information “could put the 

lives of Americans and our partners at risk.” 41 This debate 

aside, what is clear from this overview of surveillance tools 

and their objects is that surveillance in modern society  

is ubiquitous and serves a multitude of purposes. What  

is equally obvious is that the tools of surveillance can be 

focused on different objects, and as such, have the potential 

to create different outcomes with respect to how society 

functions.

Whither Watching?

At the outset of this chapter it was claimed that surveillance 

has become a twenty-first-century norm. It was demon-

strated that surveillance brings a level of transparency to 

our personal and professional lives that was unimaginable 

even twenty years ago. When linked with the concern for 

security in the post–9/11 world, surveillance as a desirable 

societal norm becomes a formidable concept to argue against. 

This is particularly true with the growth of the security-

industrial complex that profits handsomely from the fear 

of crime and terrorism that fuels the appetite for deploy-

ment of ever more sophisticated technological innovations. 

The increasing incidence of surveillance in all its varied 

forms incrementally (but steadily) chips away at our personal  

autonomy by decreasing our privacy.

As in other sectors, the flip side of privacy invasion is an 

increase in access to information. In this case, the filming 
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of particular incidents and the circulation and dissemina-

tion of this information through television networks serve 

as powerful tools for accountability. The more recent abil-

ity of individuals to circulate this to even more people on 

the Internet through sites like YouTube or WikiLeaks totally 

bypasses media gatekeepers, giving every person the ability 

to publicly demand accountability from the government and 

other actors. Like transparency, surveillance can operate in 

different directions — it can focus on the individual or the or-

ganization. As such, it can be used as a form of social control 

or as a method of ensuring accountability. There can be no 

doubt that surveillance technology has gone a considerable 

distance in improving efficiencies in the production and dis-

semination of commercial goods. While surveillance typically 

is thought to concentrate power in the hands of the few, the 

combination of surveillance tools with mass communication 

devices like the Internet has potential to distribute power 

into the hands of the many. As has been discussed in other 

chapters, surveillance has implications for both information 

access and privacy protection. Ultimately, a balance must be 

struck, and this balance will reflect society’s view as to the 

proper balance between the rights of the individual and the 

rights of the group.
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Ch_6
Social Networking: 
The Case of Facebook

The Creation of Online Personalities

As baby boomers move from middle to old age, the defining 

characteristic that confirms their status as seniors surely is 

that they can tell the millennium generation that they re-

member a time when the Internet did not exist. During the 

boomers’ coming of age during the 1960s, 1970s, and early 

1980s, the global information environment revolved around 

sovereign states, bounded by territorial borders and often 

by language. With each new technological development, 

countries were confronted with both the desire to pursue 

the latest technologies associated with modernity and the 

need to control them in order to maintain their monopoly 

on authority and power. This is no less true for the Inter-

net than it was for previous technological developments 

such as the printing press and the radio. The proliferation 

of technologies that enable information dispersal greatly 

enhances access to information, which, as earlier chapters 
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argue, is critical to democratic governance. In this regard, 

the development of the Internet is critical to the cause of 

democratization of authoritarian regimes as well as the 

engagement of citizens in liberal democracies. As Deibert 

and Rohozinski observe:

There is no doubt that the Internet has unleashed a 

wide-ranging and globally significant shift in commu-

nications — a shift that has led to the empowerment 

of individuals and nonstate actors on an unprece-

dented scale. . . . Just as with previous technological 

developments, as the Internet has grown in political 

significance, an architecture of control — through 

technology, regulation, norms, and political calculus 

— has emerged to shape a new geopolitical informa-

tion landscape.1 

The debate over autonomy and control of the Internet hinges 

on the issues of censorship (in particular with respect to por-

nography and social norms) and state security (terrorism and 

cybersecurity). Where one stands in the debate over control 

of the Internet reflects one’s views on the proper balance 

between the rights of the individual versus the rights of the 

group within which the individual lives. As we shall see in 

the following, it also relates to how one perceives the proper 

balance between the rights of access to information versus 

the rights of the individual to personal privacy.

It is beyond the scope of this book to provide a discus-

sion of the huge issue of control of the Internet. This chapter 

confines itself to an analysis of Facebook, a popular social 

networking site that has gained notoriety over its privacy 
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practices. The issues surrounding access to information 

and privacy protection with respect to this particular social 

networking site provide a snapshot of a much larger debate. 

More importantly for our purposes, Facebook illustrates the 

huge impact that electronic information has had on our abil-

ity to both obtain information and to protect our personal 

autonomy.

Social network sites are a relatively recent addition to the 

Information Communications Technology (ICT) landscape. 

Boyd and Ellison define these as “web based services that 

allow individuals to (1) construct a public or semi-public 

profile within a bounded system, (2) articulate a list of other 

users with whom they share a connection, and (3) view and 

traverse their list of connections and those made by others 

within the system.” 2 The first social networking site, Six

Degrees.com, was conceived in 1997. Building on the idea 

that everyone is connected to everyone else through six de-

grees of separation, this site allowed users to send messages 

and post to a bulletin board. Seven years later, students at 

Harvard created Facebook to encourage networking among 

their peers. The site quickly became a huge success, and by 

September 2006 the site was opened up so that anyone over 

the age of thirteen could join.3

Social networking sites such as Facebook allow the user 

to create an online personality through the creation of a 

profile that contains basic personal information such as his 

or her name, birthdate, current city and hometown, contact 

information, schools attended, employment information, 

interests, and political and religious views. The profile in-

cludes places to post picture albums, videos, links, favourite 

sayings, books, and movies. It also includes a “wall,” where 
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the user can post “status updates”— messages that range 

from the profound to the mundane. Users become “friends” 

with other users through mutual consent; friends can view 

each other’s profiles and post messages on each other’s 

walls. They can identify friends in their photos by “tag-

ging” them so that when a viewer runs his cursor over the 

person’s face, the person’s name appears. Once a photo is 

tagged, it is posted on the friend’s wall and friends of both 

the tagger and the tagged are alerted to its presence. Users 

can invite others to events or find like-minded “friends” 

on the Facebook network by starting up an event page or 

a group page. The critical point about social networking 

is that it allows online interaction among various people 

that is visible. The introduction of the “news feed” in 2006 

increased this visibility when interactions (such as status 

updates and tagged photos) were listed in an easily scrol-

lable page that enabled the user to track the activities of 

their Facebook “friends.”

By 2010, the number of people using Facebook had sky-

rocketed, reaching half a billion users midway through the 

year. This achievement made Facebook the most widely used 

social networking site in the world. While the primary users 

at its inception were college students, the age of the fastest 

growing demographic of new users continues to increase, 

with some studies reporting that it is now over fifty-five. 

Contrary to the popular belief that young people do not care 

about their privacy, a study released in 2010 by the Pew Inter-

net Organization shows exactly the opposite: young people 

between the ages of eighteen and twenty-nine are more 

concerned about and sophisticated in managing their “digi-

tal footprint” than are those thirty years old and older. This 
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includes taking such measures as limiting the availability of 

their personal information online, changing privacy settings 

in social networking sites, deleting comments that appear on 

their profile, and removing their names from photos posted 

online. The report notes that “compared with older users, 

young adults are not only the most attentive to customizing 

their privacy settings and limiting what they share via their 

profiles, but they are also generally less trusting of the sites 

that host their content.” 4

The popularity of social networking sites is explained by 

the connectivity they provide — in particular, the access 

that they afford by allowing individuals to easily connect to 

others they know, or would like to know. Recent acquain-

tances use Facebook to get to know each other better by 

perusing their online profiles. For others, it has been used to 

reconnect with old friends. A fifty-year-old has only to type 

in the name of a person he attended middle school with to 

find his best friend from thirty-five years ago. Similarly, a 

student who goes to college in the town where she attended 

her first few years of primary school can reconnect with 

the little boy who befriended her on her first day of grade 

one. Facebook is also useful for groups: organizations or 

individuals can create a page for like-minded individuals 

to gather to promote a particular issue or cause. But the 

greatest impact of social networks will arguably be their 

impact on the creation of virtual communities. These com-

munities take many forms; they can be social, political, or 

professional in nature. A characteristic of all of them is that 

they have changed the speed with which information can 

be shared and how people connect with each other to share 

common interests.
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The Power and Perils of Virtual Communities

Much has been written about the use of wireless technologies 

and the Internet for the mobilization of those with common 

interests. Knowledge about particular issues and events 

circulates easily using these new media; sharing informa-

tion facilitates both social and political engagement. With 

information dissemination comes the dispersal of power. As 

explained by Manuel Castells:

Control of information and communication has been a 

major source of power throughout history. The advent 

of the Internet and of wireless communication allows 

the development of many-to-many and one-to-one 

horizontal communication channels that bypass politi-

cal or business control of communication. Therefore, 

new avenues are open for autonomous processes of 

social and political mobilization that do not rely on 

formal politics and do not depend on their framing in 

the mass media.5

These communications can result in a “flash mob,” the seem-

ingly spontaneous coming together of people in a public place 

to perform an act (such as freezing in place for a specified 

amount of time, dancing, singing, etc.) and then dispersing 

as quickly as they gathered.6 These mobilizations have oc-

curred in countries all over the world, including Singapore, 

Canada, Ukraine, Sweden, South Africa, France, Australia, 

Japan, and Israel. Flash mobs are organized by individuals 

using peer-to-peer communications technologies (such as 

the Internet and cellphones), effectively bypassing traditional 
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means of communication that are slower and more likely to 

be centrally controlled. While these mobilizations typically 

are conceptualized as apolitical pranks (albeit sometimes on 

a large scale involving thousands of people), they have also 

been seen as a new form of sociability that can inspire new 

forms of political protest.7

Whether flash mobs are a political statement, a market-

ing tool, or the mass mobilization of fun, the phenomenon 

results from the ability of large numbers of individuals to 

connect with each other; they engage each other and share 

information in an online public forum. Social network sites 

provide a quick and easy way to access information that is 

of relevance to the user. Groups created on social network 

sites for collective action can be frivolous (a simultaneous 

pillow fight in twenty-five cities around the globe) or very 

serious, such as the group One Million Voices Against FARC 

(Revolutionary Armed Forces of Colombia — People’s Army), 

which is dedicated to stopping the guerrilla group deemed 

responsible for holding 750 hostages in the jungle.8 Facebook 

groups have even been used to put pressure on Facebook.com 

itself to pursue a particular policy direction. For example, the 

Greenpeace International page, which claims to have mobi-

lized four hundred thousand members in six weeks, wants 

Facebook to reverse its February 2010 decision to build a data 

centre in Oregon that is powered by coal, which environ-

mentalists say is the dirtiest form of energy. Or, witness the 

growth of the group “Petition: Facebook, respect my privacy!” 

that gathered a hundred thousand members in just over a 

week. When combined with “tweets” and cellphone text 

messages, these pages provide a powerful “word of mouth” 

venue where like-minded people can gather in cyberspace.9
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The use of social networking sites to disseminate infor-

mation and mobilize international support is particularly 

significant in countries that use oppression to stifle dissent. 

In Myanmar (Burma), government forces brutally suppressed 

the so-called Saffron Revolution in 2007; this protest included 

the participation of Buddhist monks wearing their traditional 

saffron robes. While the Burmese government was successful 

in blocking access to the Internet within the country, it was 

unable to prevent activists outside the country from using 

the Facebook page “Support the Monks’ Protest in Burma” 

to mobilize the Global Action Day for Burma on 6 October 

2007.10 The event “went viral” (that is, news of it circulated 

at an explosive rate), ultimately involving demonstrations 

in almost one hundred cities located in thirty countries. The 

site itself features posts from supporters around the world, 

including links to newspaper articles in their home countries 

and videos smuggled out of Burma.

A similar tale unfolded in Iran’s controversial presidential 

elections in June 2009. Some referred to this as the “Green 

Revolution” because of the opposition party’s use of green 

as its official colour, but many dubbed it the “Twitter Revolu-

tion.” Many Iranians disputed the legitimacy of this election, 

and attempts by the government of Iran to suppress dissent 

failed. This was largely due to the use of cellphones to send 

instant messages containing locations of protests and the use 

of social networking to post information, including videos 

taken from cellphones. A dramatic example of a cellphone 

video that galvanized support for the dissidents is one that 

shows a young woman dying after being shot in the heart. 

Neda Agha-Soltan had been caught in a traffic jam caused 

by a protest. At the time of her death, she was standing 
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beside her music teacher on the side of the road watching 

events unfold.11 Opposition forces claimed that a government 

Basij militia sniper killed Agha-Soltan. This gruesome video 

also went viral, quickly circulating on the Internet and  

appearing on news networks worldwide. In response to the 

proliferation of texts and images that discredited its regime, 

the Iranian government created a “cyber army” that went 

on the counterattack using the same tools as the dissidents. 

The cyber army sought to block opposition communications 

and to track down opposition members through their use of 

the web. In this particular conflict, control of the web was 

deemed critical by both sides.12 The Iranian attempt to shut 

down social networking was emulated by Egypt in 2011 when 

it was dealing with its own internal strife.13 Control of the 

web means control of information, once again highlighting 

the importance of information access to governance.

The power of social networking sites to engage citizens in 

the political process is becoming increasingly important in 

liberal democratic nations as well. President Barack Obama’s 

2008 campaign capitalized on the significant change in me-

dia consumption habits over the past decade, specifically 

the decline of TV and newspapers as a source of news for 

many Americans and the subsequent rise in importance of 

the Internet. His campaign made extensive use of social net-

working, including niche market pages targeting particular 

groups on Facebook, including women, gays, and students. 

Obama’s emphasis on organizing from the grassroots upward 

proved to be a natural fit with new peer-to-peer technologies 

that emphasize decentralized engagement. According to the 

Pew Internet and American Life Project nearly one-fifth of 

Internet users in 2008 posted comments on a blog, social 
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networking site, website, or other online forums. The study 

also discovered that two-thirds of Americans between the 

ages of eighteen and twenty-four with a social networking 

account participated in some form of online political activ-

ity.14 Should these trends continue, one would expect that 

social networking will become critical in the dissemination 

of information and the engagement of citizens in the politi-

cal process.

The preceding illustrates the tremendous effectiveness 

of online social networking for peer-to-peer communication 

and for allowing access to particular forms of information. 

In that sense, networking is an important new tool in the 

access-to-information toolkit. But social networking also 

poses huge challenges for the protection of personal in-

formation. Facebook has recently gained much bad press 

because of changes to the site that facilitate the tracking of 

user activities and the sharing of this information without 

express consent. While the site does have privacy controls, 

they are so complex that most users are easily thwarted 

from protecting their personal information, if they are even 

sophisticated enough in their understanding of the issues 

to be paying attention. Threats to privacy on Facebook were 

exposed as early as 2005; two students at MIT conducted a 

comprehensive study of the privacy implications of Facebook 

as a class project. At that time, Facebook was confined to 

post-secondary students. They astutely noted: “Privacy on 

Facebook is undermined by three principal factors: users 

disclose too much, Facebook does not take adequate steps to 

protect user privacy, and third parties are actively seeking 

out end-user information using Facebook.” 15 These three is-

sues are interconnected. While many users are very careful 
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with respect to what they post, more still are not, forgetting 

that what they post is seen not just by the particular per-

son to whom the post was directed, but also by everyone 

who is their Facebook friend. Moreover, if they have not set 

their privacy settings to limit who sees their accounts, their 

information could potentially be seen by anyone with an 

Internet connection.

Overexposure of personal information on Facebook takes 

many forms. Many users include their birthdate in their pro-

file, as Facebook will then send a reminder to their friends to 

wish them a happy birthday. Yet a birthdate (including the 

year of birth) is a key piece of personal information that is 

very useful to identity thieves; if they can combine it with a 

name and a postal code, such thieves are able to compromise 

bank accounts and credit cards. Similarly, many users do not 

limit access to their Facebook photo albums. Posting photo 

albums is a very convenient way to share pictures with fam-

ily and friends who may live anywhere in the world. The tag 

feature is a quick and easy way of alerting friends to photos 

that would be of interest to them. But most users are unaware 

that Facebook’s default for photo albums is “global”; anyone 

with access to a particular picture has access to the entire 

album. Access typically comes when a friend tags a person in 

a photo; the tagged photo is posted on the wall of the person 

who is tagged. Anyone who has access to the tagged person’s 

wall can simply click on the photo, and unless the privacy 

settings in the album have been changed from the global 

default, the other pictures in the album are also accessible. 

The ability of Facebook users to see information provided 

by their friends has become an invaluable way to connect, 

reconnect, and maintain and deepen relationships among 
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people. But it also has the potential for exposing personal 

information to complete strangers and to others who might 

use it for nefarious purposes.

Sharing of information with strangers is not the only 

problem, however. A Facebook “friend” can refer to a whole 

range of relationships, including family members, friends 

in the traditional sense of the term, acquaintances, class-

mates, and colleagues. It can also refer to a person with 

whom a person shares a common interest — be it a hobby, 

a religious commitment, or a political belief. Profile pages 

can be useful for networking purposes, and events are eas-

ily organized through the creation of a page that can serve 

not only to provide information but also to issue invitations. 

Profile pages are also used by organizations for a multitude of 

purposes. A university program might post a page to market 

itself or encourage interaction among its students. A politi-

cian might maintain a page in order to get her message out 

to supporters. An environmental lobby group might use its 

page to alert members to upcoming events in their commu-

nity. The possibilities are endless in terms of the types of 

profiles that can be created; information can be circulated 

easily and without cost beyond the small investment of time 

it takes to create the page. Given the many advantages with 

respect to information access, transparency, and fun, it is 

little wonder that the popularity of social networking tools 

has exploded.

But consider for a moment the the case where a college 

student drinks too much one night and the event is caught 

in a photo. The photo is posted to Facebook and tagged so 

that it shows up on the student’s profile page for all to see. 

The student might think that there is no problem — she is 
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a new user and thus has a small circle of Facebook friends, 

only six in fact. Those six friends happened to be with her in 

the bar, so her cyberfriends are already aware that she had 

too much to drink that night. But the person who posted the 

picture has a far larger circle of Facebook friends (say, over 

two hundred), which might include the student’s employer, 

a professor, or her aunt. The photo appears in the poster’s 

news feed, making it accessible to her two hundred friends. 

To make matters worse, if the poster has not taken any of 

the steps necessary to limit access to the photo album from 

that night, a far greater number might have access to the 

photo. If the photo poster has tagged the other five friends 

who appear in photos in the same album, these photos will 

appear in the news feeds of not only the five tagged friends 

but also in the news feeds of all of their Facebook friends. 

Assuming the five friends have two hundred friends each 

(with no common friends), the tagged photos will be fea-

tured in the news feeds of an additional thousand people. 

Any of these people can click on the photo to gain access 

to the entire album, enabling them to view the action in 

the bar that Friday night. If they wish, they can down-

load interesting photos to their desktops and send them 

to their contacts as email attachments. Moreover, if any of 

the picture poster’s friends post comments on the wall of 

the picture, their comments will appear on the news feeds 

of all of their friends. These friends will now have access 

to the photo album: if five of the poster’s friends comment 

on the wall of the photo and each of them has two hundred 

friends, another one thousand people will have access to 

the photos. As is often the case with the “friends of friends 

scenario,” if the poster’s two hundred friends, or the tagged 

Controlling_Knowledge_Interior.indd   169 11-08-02   11:08 PM



CON TROLLING K NOW LEDGE

170 

friends’ one thousand friends, or the five commenters’ one 

thousand friends happen to include a someone who is also 

a Facebook friend of the college student’s mother (like the 

student’s aunt), the student might find herself explaining to 

her parents why she was photographed half-naked crouched 

over a toilet bowl. What boggles the mind even more is the 

realization that these numbers are based on users having 

two hundred Facebook friends; many young adults have 

double or triple that number.

It is not only college students, however, who are some-

times guilty of such indiscreet behaviour. Often unwittingly, 

parents follow suit. For example, many Facebook profiles 

feature photos of a new baby or young child posted by a 

proud mother, who tags a friend who happens to appear in 

the photo. The picture is just one of many in an album of 

photos that the mother has posted to her Facebook account; 

it hasn’t occurred to her to change the default privacy set-

ting for photo albums. Many of the mother’s friends have 

already viewed the photo album and have posted comments 

on the mini-walls under the pictures, identifying not only 

the baby but other children who appear in the family photos. 

In addition, some posts mention the city in which the fam-

ily lives or, for instance, the name of the elementary school 

that the baby’s older sister attends. The proud mother wants 

one of her friends to see the picture, and she happily tags 

the friend so that the picture will be posted to the friend’s 

wall. But does she really want the friends of her friend 

looking at the picture? Does she really want people she has 

never met downloading the picture simply by dragging the 

picture onto their computer desktop? And what if the friend 

allows global access to his or her account, allowing anyone 

Controlling_Knowledge_Interior.indd   170 11-08-02   11:08 PM



Social Networking: The Case of Facebook  

171 

with a Facebook account to see the picture and indeed the 

entire album? One challenge with privacy protection is that 

often people do not even realize that their privacy has been 

compromised. 

The irony of this scene is that it is played out daily by 

parents who dutifully warn their children not to talk to 

strangers while walking down the street, who keep the fam-

ily computer in a central location in order to monitor its use, 

and who block their children’s access to particular websites 

in order to keep them safe online. But many of these same 

parents think nothing of posting pictures of their children 

to an online environment, accompanied by revealing infor-

mation that makes these children vulnerable to predators. 

More fundamentally, however, a picture of a child posted 

on a parent’s Facebook page immediately robs that child of 

a degree of personal autonomy. That is, a very young child 

does not consent to having his picture posted online; this 

choice is not his to make. Once the picture is posted it be-

comes the property of Facebook; even if the parent deletes 

the picture, the album, or even the entire account, Facebook 

retains the rights to that photo. As such, the child will never 

regain control of his image and must live with the lifetime 

consequences of his parents giving away his information 

when he was a minor. Those who have access to the photo 

can easily download it. As the default for photo albums is 

“everyone,” many parents are in fact sharing this photo 

with anyone who has an Internet connection; it can be used 

for whatever purpose the downloader decides is appropri-

ate. Obviously if the downloaders happen to be pedophiles, 

their definition of what is “appropriate” may not align with 

the person whose image they now have in their possession.
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Online communities constitute another form of engage-

ment: they provide social and political outlets that were not 

possible before the invention of the Internet. They also allow 

for new forms of political and social engagement that are 

not subject to control by gatekeepers who exercise power 

in a vertical, top-down fashion. The interests of the user 

determine who users interact with. But the very power of 

peer-to-peer relationships should give pause to those en-

gaged in them, as sometimes this engagement comes at 

great expense to personal privacy. This is not to say that an 

individual should avoid participating in social networking 

activities, only that the individual should consciously choose 

what personal information to reveal to the world. Though 

individuals might not realize it, through the release of this 

information the individual is creating a digital identity that 

once formed can be difficult to change.

Digital Identities, the Commodification  

of Personality, and the Backlash

Social networking involves the creation of an online iden-

tity that is accessible to a variety of people for a variety of 

purposes. Users create online identities for the purposes of 

meeting others with similar interests, for dating or compan-

ionship, for sexual encounters, or for professional promotion. 

The types of information posted on these sites will vary 

according to the purpose of the poster and will be used ac-

cording to the needs of those who access it: the wealth of 

information on these sites is an extremely valuable com-

modity for companies to use for marketing purposes, for law 

enforcement agencies, and for others. Few people who post 

Controlling_Knowledge_Interior.indd   172 11-08-02   11:08 PM



Social Networking: The Case of Facebook  

173 

information on these sites read the “terms and agreement” 

section of the sign-up page, nor do they read the site’s privacy 

policy. Thus they remain ignorant of how social network-

ing sites use their data. In addition, they may not have put 

much thought into which users should have access to their 

digital identity and what the negative aspects are of losing 

control of this identity.

Studies indicate that men and women use social network-

ing sites differently. Women typically use social networks 

to share personal information, discuss day-to-day activi-

ties, and to deepen relationships, while men use them to 

promote themselves and to share ideas for the purpose of 

self-advancement. Women are more likely to feel vulner-

able to stalkers and abusive ex-partners, and, predictably, 

studies indicate that women are more concerned than men 

about how personal information might be used in ways that 

compromise their safety. In other words, they are generally 

more risk-averse.16 Facebook’s recent trouble with its privacy 

policy has led to the assertion that “Facebook Is a Feminist 

Issue.” As one writer pointed out on the Geek Feminism Blog, 

unless you run your own server, using social media requires 

you to store personal information on someone else’s server.17 

The owner of that server determines how your informa-

tion will be used. By extension, the owner of that server 

also has control over that part of your digital identity that 

is stored on the server. As mentioned previously, anything 

posted on Facebook becomes the property of Facebook, 

whether or not the user deletes it from her account. Thus 

the issue of control of a person’s digital identity is not one 

that is limited to the “now” but extends indefinitely into the  

future.
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New Facebook procedures and changes to its privacy 

policy have provoked a huge backlash among users. Initially, 

the site allowed access to a user’s information only to mem-

bers of groups specified by the user. Over the years, however, 

Facebook has incrementally chipped away at privacy. Defaults 

that were initially set as “friends only” were changed to  

“everyone,” the option to keep certain information private 

was taken away, and user-controlled privacy settings became 

increasingly complex and difficult to use. Whenever privacy 

changes provoked user anger, Facebook acknowledged the 

dissatisfaction by restoring privacy, but never quite to the 

same level as it had been previously. This reflects a grow-

ing trend toward the commodification of identity for profit. 

Personal information is a valuable resource that, when sold 

to advertisers, can generate unimaginable profit for those 

who control the information. As one technology blogger  

lamented:

What we are seeing now is a result of the commodifi-

cation of personality which, in late capitalism, creates 

value for corporates. We are all unpaid labourers in 

the social media industry, whose lives are fodder for 

the accumulation of capital. Facebook profits from 

our sociality.18

What this blogger does not mention is that the social net-

work’s unpaid labourers give up their information willingly, 

even enthusiastically. With almost half a billion users in 2010 

providing a virtually limitless source of information, it is 

worth contemplating that when Facebook CEO Mark Zucker-

berg was asked in 2003 why fellow Harvard students would 
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willingly send him four thousand emails, pictures, address, 

and Social Security numbers, he allegedly responded in an 

instant message session: “I don’t know why. They ‘trust me.’ 

Dumb f**cks.” 19 Facebook does not deny the authenticity of 

this widely reported exchange, which was reputedly leaked 

by a Silicon Valley insider. Zuckerberg has been heavily criti-

cized for his cavalier attitude. If Zuckerberg did in fact say 

this, it would seem that Facebook’s CEO is a typical digital 

native — one who, now in a professional position, may wish 

he had exercised more discretion when using instant mes-

saging technologies at the age of nineteen.

The commodification of information is particularly no-

ticeable with Facebook applications that allow third party 

access to the personal information of the user. Applications, 

or “apps,” are installed by the user and take the form of quiz-

zes, games, polls, booklists, friend and car pool organizers 

— the list is endless. Games such as Zynga’s “Farmville” and 

“Mafia Wars” are big business: the company boasts 235 mil-

lion monthly active gamers and 65 million daily gamers.20 

Facebook provides the platform to play the Zynga game. 

In May 2010, Zynga and Facebook announced a five-year 

“strategic partnership” that would see gamers able to use 

Facebook credits in Zynga games. While games can be played 

for free, progress in the game depends on virtual money that 

is either earned through the user’s activity in the game or 

purchased with a credit card. Acquiring virtual money is 

where gamers expose themselves to risk — they may find 

that the survey they took to win currency subscribes them 

(for a monthly fee) to a horoscope service, or they may find 

that accepting a gift or responding to a request exposes them 

to hackers or viruses.21 But most unsettling for those who 
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wish to maintain control over their personal privacy is that 

when a user installs applications, Facebook allows the same 

access rights that the user set for other users accessing his 

account. If these access rights were left at the “everyone” 

default, the user gives the applications access to all of his 

personal information. As of spring 2010, Facebook’s privacy 

policy was almost 6,000 words long and users needed to 

look at 50 different settings and chose among 170 options to 

change Facebook’s latest default settings. Users can control 

what data an application can access, but it is a complicated 

task and for the vast majority of users is not easily accom-

plished. Moreover, many users do not realize that Facebook 

has changed its privacy settings, or if they do, they may not 

fully grasp the implications of the change.

What is particularly troubling, however, is that Facebook 

gives applications access to the gamer’s friends’ information 

as well. So, while a particular user might not expose his in-

formation by using Facebook applications, he must also set 

his privacy settings to prohibit the sharing of his informa-

tion with applications. If he does not do this, his friends who 

take quizzes, sign up for polls, and play online games put 

his information at risk. Many Facebook users complained 

when the news feed was introduced because it broadcast 

their network activities to all of their friends; some did not 

wish to have their activities tracked and publicized. Later, 

users began to object to the large volume of information they 

were receiving in their news feeds from their friends who 

are heavy users of applications. Users’ broadcasted activi-

ties include things such as progress on various games or the 

results of the quiz they just took. The constant updates are 

not only a source of irritation, they also leave the friend of 
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the heavy user wondering if the gamer/quiz taker has larger 

problems that are morphing into social networking addiction 

issues. One advantage of the news feed, however, is that it 

provides information as to which of a user’s friends most 

frequently engages in activities that could compromise a 

user’s online privacy.

In April 2010, Facebook created Community Pages, which 

are devoted to a particular activity as opposed to being con-

nected to a particular organization. Users can create their 

own community pages; however, Facebook created the vast 

majority of these pages using Wikipedia entries as place-

holders. Fields in user profiles are automatically linked to 

these community pages. So, for example, many users include 

in their profiles their hometowns, current city, schools at-

tended, employers, and interests. These are automatically 

linked to the associated community page and the user will 

be listed on this page as liking the organization, activity, or 

place. Facebook states that the goal of the community pages 

“is to make them the best collection of shared knowledge 

on a topic.” 22 But what this means for many users is that, 

unbeknownst to them, they may be listed as “liking” a com-

munity page that they did not know existed because they 

listed an interest on their profiles. One telling example of 

this is the honour roll high school student whose parents 

are worried about the amount of time he spends playing 

video games. Poking fun at his parents’ concern, the student 

lists “And Play Video Games, I’m a Terrible Person” under 

“interests” on Facebook. The student is listed as liking the 

community page “And Play Video Games.” The student might 

not object to this, as he does indeed enjoy playing video 

games. But he probably would not like the fact that he is 
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also listed (along with his profile photo) as liking the com-

munity group “I’m a Terrible Person,” which features a news 

feed of status updates from a variety of people who appear 

to have problems with depression. Here again, the changes 

that Facebook made to its layout and to its privacy policy 

are not well understood, despite the vociferous backlash 

that erupted prompting well-known technology luminaries 

to delete their accounts.

The development and linking of community pages to user 

profiles reflects a trend toward privacy erosion that has been 

consistent since Facebook’s inception. In 2005, Facebook 

assured users that their personal information would be 

available only to those users belonging to specified groups. 

The following year, the default of “specified groups” changed 

to users’ schools, local area, and other “reasonable” com-

munities. The next year, a specified group was expanded 

to a network that included “friends of friends.” By 2009, the 

default had shifted from privacy to access. In the words of 

Facebook, the “everyone” default was designed

to make it easy for you to share your information 

with anyone you want. Information set to “everyone” 

is publicly available information, may be accessed by 

everyone on the Internet (including people not logged 

into Facebook), is subject to indexing by third party 

search engines, may be associated with you outside 

of Facebook (such as when you visit other sites on the 

internet), and may be imported and exported by us 

and others without privacy limitations.23
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The following month, Facebook announced that certain cat-

egories of information (such as name, gender, geographic 

location, and fan pages) would be made publicly available 

and as such would not be subject to privacy settings. Addi-

tionally, it announced that user information would be shared 

with selected third parties. This culminated in the 2010 

announcement that various bits of information contained 

on a user’s profile would be transformed into “connections” 

to community pages, as would clicking the “like” button on 

a webpage, thus causing it to appear on the news feeds of 

the user’s friends.24

The uproar over Facebook’s privacy policy prompted US 

senators to petition the Federal Trade Commission to provide 

guidelines for social networking sites. According to a press 

release from the office of Senator Charles E. Schumer, the 

appeal to the FTC followed reports that

Facebook has decided to provide user data to select 

third party websites and has begun sharing personal 

profile information that users previously had the ability 

to restrict access to. These recent changes by Facebook 

fundamentally change the relationship between the 

user and the social networking site. . . . And there is little 

guidance on what social networking sites can and cannot 

do and what disclosures are necessary to consumers.25

The senators’ intervention followed a complaint about Face-

book’s privacy policy to the Federal Trade Commission by ten 

organizations concerned about online privacy, including the 

Electronic Privacy Information Center, the Electronic Frontier 

Foundation, and the American Civil Liberties Union.
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The senators were not the first to complain about Face-

book’s privacy policies; in fact, the United States is a latecomer 

to the party. In August 2009, the Canadian Internet Policy and 

Public Interest Clinic made a detailed complaint to Canada’s 

privacy commissioner concerning Facebook’s complex and 

convoluted privacy policies that spoke to issues of data reten-

tion, security safeguards, and whether users were provided 

with sufficient information to give informed consent. After 

conducting an investigation, the commissioner dismissed 

some parts of the complaint, but did find Facebook to be in 

contravention of Canadian privacy law:

Facebook did not have adequate safeguards in place to 

prevent unauthorized access by application developers 

to users’ personal information, and furthermore was 

not doing enough to ensure that meaningful consent 

was obtained from individuals for the disclosure of 

their personal information to application developers.26

The commissioner proposed corrective measures, and in 

August 2009 the investigating officer for the case reported:

Facebook is promising to make significant technologi-

cal changes to address the issue we felt was the biggest 

risk for users — the relatively free flow of personal 

information to more than one million application de-

velopers around the world. . . . Application developers 

have had virtually unrestricted access to Facebook 

users’ personal information. The changes Facebook 

plans to introduce will allow users to control the types 

of personal information that applications can access.27
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Six months later, the privacy commissioner was investigat-

ing the privacy implications of Facebook’s introduction of 

Community Pages because of another complaint.

On 21 April 2009, Mark Zuckerberg once again raised eye-

brows when he stated at the F8 Developer Conference that 

Facebook is “building a Web where the default is social.” As 

one technology commentator observed: “To our ears, that 

sounds like ‘a Web where exposure is the norm.’” 28 The fol-

lowing month, the Article 29 Data Protection Working Group 

(comprised of the European Union’s data protection agencies) 

sent a letter to Facebook that said: “It is unacceptable that the 

company fundamentally changed the default settings on its 

social-networking platform to the detriment of a user.” The 

group sent similar letters to twenty other social networking 

sites that are signatories to the “Safer Networking Principles 

for the EU.” In its letters, the group emphasized the impor-

tance of gaining the explicit consent of social networking 

users before sharing their information with search engines or 

with third-party application developers. The Canadian privacy 

commissioner also waded into the fray, openly musing about 

a fresh Facebook investigation. A spokesperson for her office 

complained, “Although they’ve done some things right, in a 

few areas, they seem to have gone in the opposite direction 

and that’s been disappointing.” These events led a Canadian 

research chair in Internet and e-commerce law to observe in 

2010: “This is getting ugly. Facebook badly overreached last 

December and they have been very slow to respond to the 

mounting criticism. I think we will see regulatory and court 

actions in multiple jurisdictions by the end of the year.” 29

At the outset of this discussion, it was observed that few 

social network users understand the implications of a poorly 
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managed digital identity. This is understandable given the 

complexity of the privacy policies of social networking sites 

like Facebook. It is even more understandable given that a 

Facebook account is only one component of a person’s digital 

identity. This identity is comprised of a multitude of other 

components that are created every time a consumer buys 

something online, blogs, tweets, or posts a comment on a 

discussion board. These data can be matched with other 

data, creating a composite picture of a person. The ques-

tion for privacy advocates is: How and by whom should this 

identity be controlled?

The Future of Facebook

The jury is still out with respect to how Facebook will res

pond to its critics. It is also anyone’s guess as to whether or 

not Facebook users will “vote with their feet” by quitting the 

site altogether. To this end, two Canadians started a website 

“quitfacebook.com” wherein users commit to deleting their 

accounts on 31 May 2010. In less than a month, the group 

reported over twenty thousand members. This number is a 

fraction of the almost half a billion Facebook users, but the 

speed with which the twenty thousand users were mobilized 

once again demonstrates the ability of the Internet to con-

nect people with issues. In its May 2010 survey of visitors to 

its site, the UK-based security firm Sophos reported that 60 

percent claimed that they were considering quitting Face-

book because of privacy concerns. By its own admission, the 

Sophos poll is biased toward those who already are sensitized 

to privacy and security issues by virtue of the fact that they 

were visiting the Sophos website. Nonetheless, even those 
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who work at Sophos seemed surprised by the results. One 

of its senior technology consultants opined:

I think for people who work in the IT security field, it’s 

becoming harder and harder to justify being on Face-

book. . . . The number of privacy problems are making 

more people realize that it may not be where they want 

to be. Of course, some people may simply reduce the 

amount of data that they publish on the site rather 

than quit. The average guy on the street, meanwhile, 

will probably need a bigger push to quit the site.30

While it is impossible to know how many people will even-

tually quit the social networking site, in May 2010 Google 

Canada reported that the most widely used search term in 

relation to Facebook was “delete account.” Statistics from 

Google also showed that, internationally, the number of us-

ers looking for information regarding deleting their accounts 

had jumped by 3.6 million in the space of only three days.31 

Given that Facebook and Google are in a pitched battle for 

dominance of the web (with hits to Facebook surpassing 

those to Google for the first time in March 2010), one might 

question the accuracy of these numbers, given that Google 

produces them. As was noted in the previous chapter, Google 

is also in the spotlight with its own privacy scandal after 

it was discovered that the cameras collecting pictures for 

Google Street View were accidently collecting personal data 

from unsecured home WiFi networks as well. Presumably, 

then, any opportunity for Google to divert attention to the 

privacy woes of another major online service provider would 

be welcome. That said, there is no doubt that in the spring 
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of 2010 the web was abuzz with chatter about alternatives 

to Facebook such as Diaspora, an open-source personal web 

server.

What one is left to conclude from this brief overview of 

Facebook is that online communications are profoundly 

changing not only the way in which we communicate but also 

the value of personal identity. Peer-to-peer communication 

places a premium on personal autonomy — it allows users 

to communicate independently and to form and re-form 

messages according to users’ perceptions and values. This 

breaks down hierarchy by allowing a bottom-up construc-

tion of social and political reality, as opposed to relying on 

traditional sources of news where power is concentrated at 

the top and communication is disseminated downward. As 

Manuel Castells notes: “The wide availability of individually 

controlled wireless communication effectively bypasses the 

mass-media system as a source of information, and creates a 

new form of public space.” 32 These observations are equally 

applicable to social networking.

New public spaces are increasingly virtual; they are places 

where like-minded individuals from all over the globe can 

meet, communicate, and strategize. As such, social network-

ing provides an important tool for accessing the information 

that is so critically important to democratization efforts. The 

ability to mobilize large numbers of people quickly has been 

demonstrated in a variety of jurisdictions; these mobiliza-

tions have even been successful in countries where repressive 

regimes have gone to great lengths to block communication 

through social networking. One only needs to look at Burma, 

Iran, and Egypt for evidence of the difficulties encountered by 

centralized authorities in trying to stifle the dissemination of 
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information by individuals to a global audience using peer-

to-peer technologies. The election of President Obama also 

illustrates the utility of using peer-to-peer technologies for 

grassroots mobilization in support of a politician.

Like the medical information and surveillance tech-

nologies that were discussed in previous chapters, social 

networking presents serious challenges for the protection 

of information privacy. In the case of social networking, the 

problem is compounded by the fact that the organizations 

gathering the information are in the private sector, and as 

such, this information (and indeed, personal identity) is an 

important commodity that is worth a substantial sum of 

money. Moreover, social networking is such a new phenom-

enon that the average person really does not understand 

the implications of its use for personal autonomy. Nor do 

most individuals understand how their information can be 

used for profit or for fraudulent purposes. Even individu-

als who understand the complex issues around privacy are 

hard pressed to exercise their freedom to quit using social 

networking tools. As James Grimmelmann notes:

Facebook provides users with a forum in which 

they can craft social identities, forge reciprocal rela-

tionships, and accumulate social capital. These are 

important, even primal, human desires, whose imme-

diacy can trigger systematic biases in the mechanisms 

that people use to evaluate privacy risks.33

Moreover, more and more individuals and organizations 

are using tools like Facebook as the communicative ve-

hicle of choice. In the very near future, deleting a Facebook 
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account may become akin to committing social and profes-

sional suicide — with consequences similar to those for the 

North American family that chooses to possess neither land 

lines nor cellphones. A generous view of this family would 

categorize the parents as anti-social; a less generous view 

would claim that the parents are behaving irresponsibly in 

voluntarily cutting themselves and their children off from 

the rest of the world.

If it is indeed true that social networks represent “public 

space” then very careful consideration needs to be given to 

who controls that public space and how the power within 

that space is exercised. Returning to the central theme of 

this book, the essential questions become: What should 

the balance be between the right to privacy versus the 

right to access personal information? Is social networking 

sufficiently important to both personal autonomy and to 

larger society that it should not be left entirely up to either 

market forces or individual choice? Is there a place for gov-

ernment intervention or even control of social networking 

sites? If this is the case, what limits should be put on public 

intervention?
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Ch_7
Balancing Freedom of Information 
and the Protection of Privacy

Information and communication technologies (ICTs) have 

revolutionized the way in which we communicate. The ubiq-

uitous use of email, cellphones, digital cameras, instant 

messaging, and social networking allows people to share 

information instantly and to connect, reconnect, and stay 

connected with people all over the globe in ways that were 

inconceivable a mere decade ago. At the same time, the ever-

increasing ability of computer technology to collect, store, 

retrieve, and transmit information is dramatically changing 

how commerce and governance is conducted. Organizations 

collect massive amounts of data (in word and pictorial form) 

concerning our activities as both citizens and consumers. 

This gives rise to privacy concerns; in particular, how can 

individuals control what is known about themselves? But 

ICTs also provide opportunity for fostering social and politi-

cal engagement, enhancing service, facilitating trade, and 

increasing security. While it is reasonable to worry about 
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the possibility of “Big Brother” knowing everything about 

you, the “knowing” can work in both directions: ICTs also 

allow the individual citizen-consumer to scrutinize govern-

ment and other large organizations in ways that were not 

possible a few years ago. There might be good reasons for 

an organization to seek to suppress information, but as this 

becomes more difficult, government, corporate, and non-

profit accountability will undoubtedly increase.

Social scientists in the coming decades will be confronted 

with two vexing questions. How will ICTs change the nature 

of the relationship between citizens and government? How 

will ICTs change the relationship between the citizen-con-

sumer and others in society with either complementary or 

competing interests? The analysis of competing interests is 

central to the discipline of political science, which concerns 

itself with the distribution of power. But these issues will 

touch the lives of many professionals from a wide range of 

disciplines. Sociologists, legal scholars, and philosophers 

have waded into the murky waters of the privacy debate to 

assess the challenges new technologies pose for the ability 

of citizen-consumers to control their personal informa-

tion. Scholars with an interest in human rights and public 

administration have looked at the relationship between 

transparency and democratic governance. They have con-

sidered how dissidents use new devices for surveillance and 

communication to counter hegemonic thought or to promote 

larger organizational accountability. Still others have exam-

ined the legislative framework that underpins privacy and 

transparency. The difficulty is that the technologies and the 

issues are changing so quickly that studies become dated 

shortly after they are completed.
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The intersection of freedom of information (FOI) and the 

protection of privacy should be of great interest beyond the 

scholarly community as well; these issues impact everyone. 

The issues, however, are so complex and the technology for 

digitizing government, commerce, and communications 

is changing at such a rapid pace that it is virtually impos-

sible for social science analysis to keep up. For the average 

person, the task of understanding the issues is verging on 

impossible. But unless we are content to be swept along by 

the forces of change, accepting whatever is given to us by 

those who have a particular interest (usually commercial) in 

the new technologies, we must at least attempt to keep our 

heads above water. We might even decide to swim across 

the current and head for shore.

Governments collect massive amounts of data concerning 

their citizens. As taxpayers who pay for the collection of this 

information, and indeed for the operations of government 

generally, citizens are entitled to know what their govern-

ments are doing and what information they hold. Consumers 

want to know the same things. Though they might not have 

the same rights to access information regarding the internal 

workings of a company as citizens with respect to govern-

ments, they certainly should have the ability to determine 

whether or not the company is operating within the regula-

tory framework that is set out in legislation. The ability to 

access information ensures accountability, which hinges on 

two old chestnuts of public administration: fixed rules and 

due process. Put more plainly, both consumers and citizens 

should be able to track the activities of large organizations 

in order to eradicate, or at least inhibit, corruption by ensur-

ing that those organizations are operating within the law. 
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Unfortunately for the citizen-consumer, there can be great 

administrative resistance to any attempt to create a regime 

of free-flowing information. This is not always a result of 

corruption or other wrongdoing. It can be the result of a 

lack of resources provided to those in charge of managing 

information, making it very difficult for them to effectively 

perform their mandated role. It also can be the result of 

ignorance of the actual purpose of freedom of information 

laws. Clearly, those whose roles include responsibility for 

responding to access requests would benefit from training 

and sufficient resources to fulfill their obligations.

What is troublesome for critics of a vision of the world 

where information flows freely is their suspicion that the 

riches will not be distributed evenly and that existing in-

equities will be reinforced. Those who are in the position 

to collect and manipulate information will benefit from the 

flow far more than others with limited or no access. Thus, 

existing inequities could be exacerbated between countries 

in the northern and southern hemispheres, corporations 

and consumers, socio-economic classes, anglophones and 

speakers of other languages, and the mainstream and the 

marginalized. These concerns ultimately relate to larger is-

sues of control of the Internet and of intellectual property. 

Who controls information and knowledge?

Of equal importance to the creation of a FOI regime is 

the protection of privacy. Privacy in many respects is an 

even more complex concept than transparency and as such 

is difficult to define. At its most basic, however, it speaks 

to the autonomy of the individual, specifically the right to 

be left alone to pursue one’s self-interest without interfer-

ence. It includes the need for confidentiality; without this, 
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professionals in the legal and health fields could not develop 

the relationship of trust with their clients that they need 

if they are to provide effective service. Similarly, there is a 

place for secrecy in some organizational activities: a measure 

of secrecy can be necessary for commercial success and for  

security. Though it is tempting to juxtapose simplistically the 

right of an individual for privacy with the right of the group 

to advance the interest of the majority of people within a 

society, ultimately a measure of privacy for the individual is 

in the best interest of the group. Total transparency is “too 

much of a good thing,” and so is total privacy.

Efforts to balance privacy and transparency can be seen in 

the proliferation of both FOI and privacy regimes around the 

world. Legislative initiatives are a result of new technologies 

for collecting, storing, and disseminating information, of the 

rise of e-commerce activities that use electronic information, 

of the ability to create comprehensive information profiles by 

matching data, and of the sheer amount of information that 

is being collected. But the biggest challenge to privacy ulti-

mately comes from the private sector; there is a great deal of 

money to be made from access to our personal information. 

While the differences among legislative regimes reflect both 

the time and place in which they were developed, generally 

speaking, regimes are converging as nations attempt to align 

their practices to facilitate trade.

Data management, of course, is not just restricted to writ-

ten records: there are many types of data derived from other 

sources. This book has considered not only the printed word 

but also the sharing of medical images such as X-rays, pho-

tographic images produced from cellphones, cameras, and 

video cameras, and locational information obtained from GPS 
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devices. The issues around the collection, retention, and use 

of information are complex and as varied as the technologies 

that allow their collection. As such, issues cannot be neatly 

divided into two silos of competing interests corresponding 

to access and privacy.

Thus far this book might seem to suggest that it is the 

ICTs themselves that are the single largest threat to privacy. 

An important factor in decreasing privacy is our willingness 

to give up our privacy in exchange for something else. Using 

Facebook to socialize, using loyalty cards to earn free prod-

ucts, and posting pictures or videos for the attention they 

draw are all examples of decisions that individuals make that 

compromise their privacy. Assuming that they have a basic 

understanding of the implications of their decisions, those 

making them have decided that the personal gain that they 

accrue from these activities is worth the privacy they lose.

But does this mean that the abdication of privacy neces-

sarily guarantees an expectation of transparency or some 

other societal benefit? Clearly not, but of equal concern is 

the tendency of some to become “privacy pit bulls” who in-

tuitively recognize the problems for individual autonomy 

associated with new ICT technologies but do not pay much 

attention to the use of data for the promotion of the public 

good. In this instance, the “public good” is most easily un-

derstood from a public administration perspective, where 

“transparency” implies access to information. Transparency 

can result in improved service delivery, increased security, 

and increased accountability. As is demonstrated in the 

discussion of health information, access to information can 

make very tangible improvements to patient treatment both 

in terms of service delivery and knowledge gained through 
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medical research. Better methods for the detection and 

treatment of illness will save money because of shortened 

hospital stays, fewer days missed from work, and less un-

paid familial outpatient care. All of these benefits, however, 

come at the expense of sharing what many consider their 

most private information.

Similarly, the chapters on surveillance and social network-

ing argue that transparency and access to information are 

critical for ensuring democratic accountability, and in par-

ticular due process and participation. Transparency ensures 

the rule of law — that the rules of the game are clearly under-

stood and followed. While the rules could arguably favour a 

particular group, at the very least the rules are visible, and as 

such, they can be debated. The chapter on social networking 

demonstrates how access to information can facilitate new 

forms of relationships, either peer-to-peer social networking 

or networking for the purpose of affecting political change. 

This new communication is fundamentally different from 

previous top-down forms of hierarchical communication 

and facilitates the engagement that is critical to both social 

cohesion and political participation. The accountability that 

transparency seeks to produce is seen as defining the public 

benefit of surveillance. Surveillance is used to increase pub-

lic safety and to monitor the activities of individuals in the 

workplace (particularly with respect to police and military 

personnel). Surveillance is also used to increase efficiency 

and convenience in a variety of activities. As before, a critical 

question when examining these “public goods” is: What level 

of societal benefit must be evident to justify the infringement 

on privacy? Privacy, as its advocates are quick to point out, is 

central to a person’s sense of personal space and security. It 
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allows us a measure of control over what people know about 

us. In the end, the political community must determine the 

balance between privacy and transparency. Ultimately what 

is being asked is: What is the proper balance between the 

rights of individuals and those of the larger community that 

they live within?

This book argues that in the new millennium the dual 

areas of freedom of information and protection of privacy 

are of critical importance to the nature of the relationships 

between the citizen-consumer and large organizations (in-

cluding but not limited to the state). The adage “knowledge 

is power” is particularly applicable in the information age: 

having (or not having) access to information and the know

ledge associated with it will alter relationships of power. So 

too will the ability to keep information confidential, be it 

personal or organizational. ICTs are providing new oppor-

tunities for the undermining of autonomy through various 

forms of surveillance. At the same time, they offer a measure 

of personal empowerment, making it possible, for example, 

for an individual to connect easily with like-minded people 

for the purpose of keeping large organizations accountable. 

When using ICTs, though, most individuals focus on the 

benefits of “connection” without thinking about what is lost 

with respect to their individual autonomy. This point is of 

particular significance to so-called digital natives, who may 

find that the digital record of their youthful exuberance (or 

imprudence) can harm their employment or relationship 

prospects in the future.

One of the primary goals of this book has therefore been 

to underscore the importance of freedom of information and 

protection of privacy to social relationships. In doing so, it 
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seeks to stimulate a thoughtful and self-reflective analysis 

of how the management of new technologies will define the 

roles and personal spaces of new graduates who are poised 

to take their places as citizen-consumers contributing both 

to the democratic process and to the market economy. In 

particular, this reflection will encourage all of us to analyze 

issues that have been debated for centuries: What does the 

ideal political community look like, and what implications 

does this ideal have for individual autonomy?
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Questions for Discussion

CH_1

	1.	W hat factors explain the growing importance of access 

to information and protection of privacy concerns?

	2.	W hat is the relationship between FOI and democracy?

	3.	W hat is the relationship between privacy and personal 

autonomy?

	4.	 How do FOI and privacy conflict? Which is most important?

	5.	O utline the four types of transparency and explain how 

they can promote and detract from building a good and  

just society.

	6.	O utline the four components of privacy and explain how 

they relate to personal autonomy.

	7.	 How can the diffusion of information privilege particular 

groups?

	8.	 How does the relationship between access and privacy 

reflect the values of a given community?
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CH_ 2

	1. 	Explain the differences between privacy, confidentiality, 

and secrecy.

	2. 	How does information privacy differ from other forms 

of privacy?

	3.	W hat factors are leading to heightened concern over 

privacy?

	4.	 How are attitudes toward privacy shaped by culture, 

ideology, and epoch?

	5.	E xplain how various groups in society are differentially 

affected by threats to privacy.

	6.	W hat are the problems surrounding “free choice” and 

“consent” with respect to privacy protection?

Controlling_Knowledge_Interior.indd   198 11-08-02   11:08 PM



Questions for Discussion  

199 

CH_ 3

	1.	W hat are the two components that underpin the right 

to freedom of information? Explain why citizens have 

this right.

	2.	 How is FOI related to the concept of legitimacy in both 

the public and private sectors?

	3.	W hy are FOI regimes particularly important to newly 

emerging democracies and what are some of the chal-

lenges associated with their implementation?

	4.	W hat are some of the challenges associated with 

implementing FOI regimes in established democracies?

	5.	 How can these challenges be addressed?

	6.	E xplain the instances where transparency can justifi-

ably be trumped by privacy.
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CH_ 4

	1.	W hy is health information considered to be particularly 

sensitive?

	2.	W hat is an electronic health record? What are the 

benefits and problems associated with its use?

	3.	 How do attitudes toward particular medical issues 

vary by society and over time? How do these attitudes 

affect the sharing of medical data?

	4.	E xplain what is meant by the secondary use of infor-

mation.

	5.	I n what circumstances should the public benefit of 

sharing medical information override the privacy  

interest of the individual?

	6.	 Are there instances when genetic profiling is justified?
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CH_ 5

	1.	E xplain the difference between panopticon and syn-

opticon. Which will prevail as the dominant form of 

surveillance in years to come?

	2.	W hat are the benefits and costs of the mass diffusion 

of video technologies with respect to surveillance?  

Are the costs worth the benefits?

	3.	E xplain why the lines are blurring between surveil-

lance for private and public benefit. Which will prevail 

as the dominant form of surveillance in years to come?

	4.	I n what circumstances should the public benefit of 

surveillance override the privacy interests of the  

individual?

	5.	 How have new surveillance technologies changed the 

nature of transparency and accountability in the public 

and private sectors?

	6.	 How and why is surveillance experienced differently 

by different groups of people?
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CH_ 6

	1.	 How have peer-to-peer communications changed both 

the way we communicate and how we relate to one  

another and to institutions?

	2.	 How does this form of communication both enhance 

and diminish personal autonomy?

	3.	D o the benefits of peer-to-peer communication out-

weigh the disadvantages?

	4.	T he “commodification” of personality refers to the 

collection of personal information to build a digital 

profile that can be bought or sold. Explain the various 

ways this commodity can be used to the advantage 

of the individual from whom the information derives, 

those who have access to that information, and those 

who control it.

	5.	T o what extent should governments regulate the col-

lection, storage, retention, and posting of information 

collected from social networking sites? In other words, 

should people in a virtual public space be protected 

from their own ignorance and/or imprudence?

	6.	 Should governments have the ability to limit the 

actions of social networking sites that the state 

determines are harmful to society? Put another way, 

in what circumstances should the public benefit of 

regulating social media override the private interest  

of a deregulated environment?
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CH_7

	1.	E xplain how ICTs have influenced communication, 

service provision, trade, and security.

	2.	 How can the management of ICTs change the nature 

of the relationship between citizens and government?

	3.	 How can the management of ICTs change the rela

tionship between the citizen-consumer and others  

in society with either complementary or competing 

interests?

	4.	D oes the loss of privacy ensure transparency and 

vice versa? Explain why this is or is not the case.

	5.	 How does the management of ICTs define societal 

relationships, and in particular, define the role of  

the individual(s) within a community?
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